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In this fourth edition of An Introduction to Dynamic Meteorology 1 have retained
the basic structure of all chapters of the previous edition. A number of minor correc-
tions, pedagogical improvements, and updates of material are included throughout.
The major departure from previous editions, however, is inclusion of a variety of
computer-based exercises and demonstrations utilizing the MATLAB® program-
ming language at the end of each chapter (MATLAB® is a registered trademark of
The MathWorks, Inc.). These will, I hope, provide students with an opportunity to
visualize and experiment with various aspects of dynamics not readily accessible
through analytic problem solving.

I have chosen MATLAB because it is a high-level language with excellent
graphing capabilities and is readily available to most university students. The
ability within MATLAB to animate wave fields is particularly valuable as a learning
aid in dynamic meteorology. It is not necessary to have much experience with
MATLAB to solve most of the problems provided. In most cases MATLAB scripts
(M-files) are provided on the accompanying CD, and the student need only run the
scripts for various parameter choices or make minor revisions. Through studying
the various examples, students should gradually be able to gain the confidence to
program their own MATLAB scripts.

xi



Xii PREFACE

Much of the material included in this text is based on a two-term course sequence
for seniors majoring in atmospheric sciences at the University of Washington. It
would also be suitable for first-year graduate students with little previous back-
ground in meteorology. As in the previous editions the emphasis in the text is on
physical principles rather than mathematical elegance. It is assumed that the reader
has mastered the fundamentals of classical physics and has a thorough knowledge
of elementary calculus. Some use is made of vector calculus. In most cases, how-
ever, the vector operations are elementary in nature so that the reader with little
background in vector operations should not experience undue difficulties.

The fundamentals of fluid dynamics necessary for understanding large-scale
atmospheric motions are presented in Chapters 1-5. These have undergone only
minor revisions from the previous edition. The development of the Coriolis force
in Section 1.5 has been substantially improved from previous editions. The dis-
cussion of the barotropic vorticity equation in Section 4.5 now introduces the
streamfunction. As in previous editions, Chapter 6 is devoted to quasi-geostrophic
theory, which is still fundamental to the understanding of large-scale extratropical
motions. This chapter has been revised to provide increased emphasis on the role of
potential vorticity and potential vorticity inversion. The presentation of the omega
equation and the Q vector has been revised and improved.

In Chapter 9, the discussions of fronts, symmetric instability, and hurricanes
have all been expanded and improved. Chapter 10 now includes a discussion of
annular modes of variability, and the discussion of general circulation models has
been rewritten. Chapter 11 has an improved discussion of El Nifio and of steady
equatorial circulations. Chapter 12 presents a revised discussion of the general
circulation of the stratosphere, including discussions of the residual circulation
and trace constituent transport. Finally, Chapter 13 has been updated to briefly
summarize modern data assimilation techniques and ensemble forecasting.

Acknowledgments: 1 am indebted to a large number of colleagues and students
for their continuing interest, suggestions, and help with various figures. [ am partic-
ularly grateful to Drs. Dale Durran, Greg Hakim, Todd Mitchell, Adrian Simmons,
David Thompson, and John Wallace for various suggestions and figures.



CHAPTER 1

Introduction

1.1 THE ATMOSPHERIC CONTINUUM

Dynamic meteorology is the study of those motions of the atmosphere that are
associated with weather and climate. For all such motions the discrete molecular
nature of the atmosphere can be ignored, and the atmosphere can be regarded as
a continuous fluid medium, or continuum. A “point” in the continuum is regarded
as a volume element that is very small compared with the volume of atmosphere
under consideration, but still contains a large number of molecules. The expres-
sions air parcel and air particle are both commonly used to refer to such a point.
The various physical quantities that characterize the state of the atmosphere (e.g.,
pressure, density, temperature) are assumed to have unique values at each point in
the atmospheric continuum. Moreover, these field variables and their derivatives
are assumed to be continuous functions of space and time. The fundamental laws
of fluid mechanics and thermodynamics, which govern the motions of the atmo-
sphere, may then be expressed in terms of partial differential equations involv-
ing the field variables as dependent variables and space and time as independent
variables.
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The general set of partial differential equations governing the motions of the
atmosphere is extremely complex; no general solutions are known to exist. To
acquire an understanding of the physical role of atmospheric motions in determin-
ing the observed weather and climate, it is necessary to develop models based on
systematic simplification of the fundamental governing equations. As shown in
later chapters, the development of models appropriate to particular atmospheric
motion systems requires careful consideration of the scales of motion involved.

1.2 PHYSICAL DIMENSIONS AND UNITS

The fundamental laws that govern the motions of the atmosphere satisfy the princi-
ple of dimensional homogeneity. That s, all terms in the equations expressing these
laws must have the same physical dimensions. These dimensions can be expressed
in terms of multiples and ratios of four dimensionally independent properties:
length, time, mass, and thermodynamic temperature. To measure and compare the
scales of terms in the laws of motion, a set of units of measure must be defined for
these four fundamental properties.

In this text the international system of units (SI) will be used almost exclusively.
The four fundamental properties are measured in terms of the SI base units shown
in Table 1.1. All other properties are measured in terms of SI derived units, which
are units formed from products or ratios of the base units. For example, velocity
has the derived units of meter per second (m s~!). A number of important derived
units have special names and symbols. Those that are commonly used in dynamic
meteorology are indicated in Table 1.2. In addition, the supplementary unit desig-
nating a plane angle, the radian (rad), is required for expressing angular velocity
(rad s~1) in the SI system.1

In order to keep numerical values within convenient limits, it is conventional to
use decimal multiples and submultiples of SI units. Prefixes used to indicate such
multiples and submultiples are given in Table 1.3. The prefixes of Table 1.3 may
be affixed to any of the basic or derived SI units except the kilogram. Because the

Table 1.1 SI Base Units

Property Name Symbol
Length Meter (meter) m
Mass Kilogram kg
Time Second S
Temperature Kelvin K

I Note that Hertz measures frequency in cycles per second, not in radians per second.
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Table 1.2 SI Derived Units with Special Names

Property Name Symbol
Frequency Hertz Hz (s~ 1)
Force Newton N (kg m 5*2)
Pressure Pascal Pa (N m*2)
Energy Joule J(Nm)
Power Watt \VAQ 5*1)

kilogram already is a prefixed unit, decimal multiples and submultiples of mass
are formed by prefixing the gram (g), not the kilogram (kg).

Although the use of non-SI units will generally be avoided in this text, there are
a few exceptions worth mentioning:

1. In some contexts, the time units minute (min), hour (h), and day (d) may be
used in preference to the second in order to express quantities in convenient
numerical values.

2. The hectopascal (hPa) is the preferred SI unit for pressure. Many meteo-
rologists, however, are still accustomed to using the millibar (mb), which
is numerically equivalent to 1 hPa. For conformity with current best prac-
tice, pressures in this text will generally be expressed in hectopascals (e.g.,
standard surface pressure is 1013.25 hPa).

3. Observed temperatures will generally be expressed using the Celsius tem-
perature scale, which is related to the thermodynamic temperature scale as
follows:

Tc=T -1y

where T¢ is expressed in degrees Celsius (°C), T is the thermodynamic temperature
in Kelvins (K), and 7p =273.15 K is the freezing point of water on the Kelvin scale.
From this relationship it is clear that one Kelvin unit equals one degree Celsius.

Table 1.3 Prefixes for Decimal Multiples and Submulti-
ples of SI Units

Multiple Prefix Symbol
109 Mega M
103 Kilo k
102 Hecto h
10! Deka da
10~1 Deci d
102 Centi c
103 Milli m
10-° Micro "
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1.3 SCALE ANALYSIS

Scale analysis, or scaling, is a convenient technique for estimating the magnitudes
of various terms in the governing equations for a particular type of motion. In scal-
ing, typical expected values of the following quantities are specified:
(1) magnitudes of the field variables; (2) amplitudes of fluctuations in the field
variables; and (3) the characteristic length, depth, and time scales on which these
fluctuations occur. These typical values are then used to compare the magnitudes
of various terms in the governing equations. For example, in a typical midlatitude
synoptic? cyclone the surface pressure might fluctuate by 10 hPa over a horizontal
distance of 1000 km. Designating the amplitude of the horizontal pressure fluctu-
ation by 8p, the horizontal coordinates by x and y, and the horizontal scale by L,
the magnitude of the horizontal pressure gradient may be estimated by dividing
dp by the length L to get

ap 0 )
_p’ _p ~ —p =10 hpa/lo3 km (10_3 Pa m_l>
dx dy L

Pressure fluctuations of similar magnitudes occur in other motion systems of vastly
different scale such as tornadoes, squall lines, and hurricanes. Thus, the horizon-
tal pressure gradient can range over several orders of magnitude for systems of
meteorological interest. Similar considerations are also valid for derivative terms
involving other field variables. Therefore, the nature of the dominant terms in the
governing equations is crucially dependent on the horizontal scale of the motions.
In particular, motions with horizontal scales of a few kilometers or less tend to
have short time scales so that terms involving the rotation of the earth are negli-
gible, while for larger scales they become very important. Because the character
of atmospheric motions depends so strongly on the horizontal scale, this scale
provides a convenient method for the classification of motion systems. Table 1.4
classifies examples of various types of motions by horizontal scale for the spectral
region from 10~7 to 107 m. In the following chapters, scaling arguments are used
extensively in developing simplifications of the governing equations for use in
modeling various types of motion systems.

1.4 FUNDAMENTAL FORCES

The motions of the atmosphere are governed by the fundamental physical laws
of conservation of mass, momentum, and energy. In Chapter 2, these principles
are applied to a small volume element of the atmosphere in order to obtain the

2 The term synoptic designates the branch of meteorology that deals with the analysis of observations
taken over a wide area at or near the same time. This term is commonly used (as here) to designate the
characteristic scale of the disturbances that are depicted on weather maps.
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Table 1.4  Scales of Atmospheric Motions

Type of motion Horizontal scale (m)
Molecular mean free path 1077
Minute turbulent eddies 10-2-10~!
Small eddies 1071 -1
Dust devils 1-10
Gusts 10- 102
Tornadoes 102
Cumulonimbus clouds 103
Fronts, squall lines 104~ 10°
Hurricanes 10°
Synoptic cyclones 100
Planetary waves 107

governing equations. However, before deriving the complete momentum equation
it is useful to discuss the nature of the forces that influence atmospheric motions.

These forces can be classified as either body forces or surface forces. Body forces
act on the center of mass of a fluid parcel; they have magnitudes proportional to the
mass of the parcel. Gravity is an example of a body force. Surface forces act across
the boundary surface separating a fluid parcel from its surroundings; their magni-
tudes are independent of the mass of the parcel. The pressure force is an example.

Newton’s second law of motion states that the rate of change of momentum (i.e.,
the acceleration) of an object, as measured relative to coordinates fixed in space,
equals the sum of all the forces acting. For atmospheric motions of meteorological
interest, the forces that are of primary concern are the pressure gradient force, the
gravitational force, and friction. These fundamental forces are the subject of the
present section. If, as is the usual case, the motion is referred to a coordinate system
rotating with the earth, Newton’s second law may still be applied provided that
certain apparent forces, the centrifugal force and the Coriolis force, are included
among the forces acting. The nature of these apparent forces is discussed in
Section 1.5.

1.4.1 Pressure Gradient Force

We consider an infinitesimal volume element of air, 6V = 6x§ydz, centered at
the point xq, 3o, zo as illustrated in Fig. 1.1. Due to random molecular motions,
momentum is continually imparted to the walls of the volume element by the
surrounding air. This momentum transfer per unit time per unit area is just the
pressure exerted on the walls of the volume element by the surrounding air. If the
pressure at the center of the volume element is designated by po, then the pressure
on the wall labeled A in Fig. 1.1 can be expressed in a Taylor series expansion as

op 8
po + pox + higher order terms
ax 2
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(Xo, Yoi20)

\

Sy

Fig. 1.1 The x component of the pressure gradient force acting on a fluid element.

Neglecting the higher order terms in this expansion, the pressure force acting on
the volume element at wall A is

ap dx
Fgyo=—po+——|0yéz
ax 2

where § 6z is the area of wall 4. Similarly, the pressure force acting on the volume
element at wall B is just

JIp ox
Fpy =+ (Po - —i’—) 8y 8z

Therefore, the net x component of this force acting on the volume is

d
Fy = Fyy + Fpx = —5 0x 38y dz

Because the net force is proportional to the derivative of pressure in the direction
of the force, it is referred to as the pressure gradient force.The mass m of the dif-
ferential volume element is simply the density p times the volume: m = p§x45ydz.
Thus, the x component of the pressure gradient force per unit mass is

Fy 1ap

m p ox

Similarly, it can easily be shown that the y and z components of the pressure
gradient force per unit mass are

F 19
R and
m p 0y
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so that the total pressure gradient force per unit mass is

F 1
—=——Vp (1.1)
m P

It is important to note that this force is proportional to the gradient of the pressure
field, not to the pressure itself.

1.4.2 Gravitational Force

Newton’s law of universal gravitation states that any two elements of mass in the
universe attract each other with a force proportional to their masses and inversely
proportional to the square of the distance separating them. Thus, if two mass
elements M and m are separated by a distance » = |r| (with the vector r directed
toward m as shown in Fig. 1.2), then the force exerted by mass M on mass m due
to gravitation is

GMm (I’) (1.2)

F, = — -
g ’,2

P
where G is a universal constant called the gravitational constant. The law of grav-
itation as expressed in (1.2) actually applies only to hypothetical “point” masses
since for objects of finite extent r will vary from one part of the object to another.
However, for finite bodies, (1.2) may still be applied if |r| is interpreted as the
distance between the centers of mass of the bodies. Thus, if the earth is designated
as mass M and m is a mass element of the atmosphere, then the force per unit mass
exerted on the atmosphere by the gravitational attraction of the earth is

Fig. 1.2 Two spherical masses whose centers are separated by a distance r.
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In dynamic meteorology it is customary to use the height above mean sea level
as a vertical coordinate. If the mean radius of the earth is designated by a and
the distance above mean sea level is designated by z, then neglecting the small
departure of the shape of the earth from sphericity, » = a + z. Therefore, (1.3) can
be rewritten as

£
e —= 14
A s (1.4)
where g5 = —(GM /a®)(r/r) is the gravitational force at mean sea level. For

meteorological applications, z < a so that with negligible error we canlet g* = g
and simply treat the gravitational force as a constant.

1.4.3 Viscous Force

Any real fluid is subject to internal friction (viscosity), which causes it to resist
the tendency to flow. Although a complete discussion of the resulting viscous
force would be rather complicated, the basic physical concept can be illustrated
by a simple experiment. A layer of incompressible fluid is confined between two
horizontal plates separated by a distance / as shown in Fig. 1.3. The lower plate
is fixed and the upper plate is placed into motion in the x direction at a speed ug.
Viscosity forces the fluid particles in the layer in contact with the plate to move at
the velocity of the plate. Thus, at z = / the fluid moves at speed u(/) = uq, and
at z = 0 the fluid is motionless. The force tangential to the upper plate required
to keep it in uniform motion turns out to be proportional to the area of the plate,
the velocity, and the inverse of the distance separating the plates. Thus, we may
write F' = pAug/ I where p is a constant of proportionality, the dynamic viscosity
coefficient.

This force must just equal the force exerted by the upper plate on the fluid
immediately below it. For a state of uniform motion, every horizontal layer of
fluid of depth 6z must exert the same force F' on the fluid below. This may be

1% 73, o
217 ull)=u
(o]
u(z)
z2=0 u(0)=0
~N
S %]

Fig. 1.3 One-dimensional steady-state viscous shear flow.
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expressed in the form F = puAdu/8z where u = uopdz/l is the velocity shear
across the layer §z. The viscous force per unit area, or shearing stress, can then be
defined as

. Su Ju
Ty = liIm p— = p—
T 5250 H 6z H dz

where subscripts indicate that 7, is the component of the shearing stress in the x
direction due to vertical shear of the x velocity component.

From the molecular viewpoint, this shearing stress results from a net downward
transport of momentum by the random motion of the molecules. Because the
mean x momentum increases with height, molecules passing downward through a
horizontal plane at any instant carry more momentum than those passing upward
through the plane. Thus, there is a net downward transport of x momentum. This
downward momentum transport per unit time per unit area is simply the shearing
stress.

In a similar fashion, random molecular motions will transport heat down a mean
temperature gradient and trace constituents down mean mixing ratio gradients. In
these cases the transport is referred to as molecular diffusion. Molecular diffusion
always acts to reduce irregularities in the field being diffused.

In the simple two-dimensional steady-state motion example given above there
is no net viscous force acting on the elements of fluid, as the shearing stress acting
across the top boundary of each fluid element is just equal and opposite to that acting
across the lower boundary. For the more general case of nonsteady two-dimensional
shear flow in an incompressible fluid, we may calculate the viscous force by again
considering a differential volume element of fluid centered at (x, y, z) with sides
8x6ydz as shown in Fig. 1.4. If the shearing stress in the x direction acting through
the center of the element is designated 7y, then the stress acting across the upper
boundary on the fluid below may be written approximately as

0T, 0z

Tz dz 2

while the stress acting across the lower boundary on the fluid above is

. 0T,y 0z
=9z 2

(This is just equal and opposite to the stress acting across the lower boundary
on the fluid below.) The net viscous force on the volume element acting in the x
direction is then given by the sum of the stresses acting across the upper boundary
on the fluid below and across the lower boundary on the fluid above:

a ) a )
(sz 4 I _Z> 8x 8y — (sz _ Ot _Z> 3x 3y

dz 2 dz 2
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0Tax é
2

— Ty +

8y
T - OTzx 2
™9z 2

Fig. 1.4 The x component of the vertical shearing stress on a fluid element.

Dividing this expression by the mass péx§ydz, we find that the viscous force per
unit mass due to vertical shear of the component of motion in the x direction is

1arzx_18 ou
p 0z _,082 MBZ

For constant w, the right-hand side just given above may be simplified to
vo2u/dz2, where v = u/p is the kinematic viscosity coefficient. For standard
atmosphere conditions at sea level, v = 1.46 x 105 m? s~ !. Derivations anal-
ogous to that shown in Fig. 1.4 can be carried out for viscous stresses acting in
other directions. The resulting frictional force components per unit mass in the
three Cartesian coordinate directions are

[0%u  0%u  9%u
[0%2v  9%v  9%v
(92w 92w 02w
sl

(1.5)

For the atmosphere below 100 km, v is so small that molecular viscosity is
negligible except in a thin layer within a few centimeters of the earth’s surface
where the vertical shear is very large. Away from this surface molecular boundary
layer, momentum is transferred primarily by turbulent eddy motions. These are
discussed in Chapter 5.

1.5 NONINERTIAL REFERENCE FRAMESAND “APPARENT” FORCES

In formulating the laws of atmospheric dynamics it is natural to use a geocentric
reference frame, that is, a frame of reference at rest with respect to the rotating
earth. Newton’s first law of motion states that a mass in uniform motion relative to
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a coordinate system fixed in space will remain in uniform motion in the absence of
any forces. Such motion is referred to as inertial motion; and the fixed reference
frame is an inertial, or absolute, frame of reference. It is clear, however, that an
object at rest or in uniform motion with respect to the rotating earth is not at rest or
in uniform motion relative to a coordinate system fixed in space. Therefore, motion
that appears to be inertial motion to an observer in a geocentric reference frame
is really accelerated motion. Hence, a geocentric reference frame is a noninertial
reference frame. Newton’s laws of motion can only be applied in such a frame if the
acceleration of the coordinates is taken into account. The most satisfactory way of
including the effects of coordinate acceleration is to introduce “apparent” forces
in the statement of Newton’s second law. These apparent forces are the inertial
reaction terms that arise because of the coordinate acceleration. For a coordinate
system in uniform rotation, two such apparent forces are required: the centrifugal
force and the Coriolis force.

1.5.1 Centripetal Acceleration and Centrifugal Force

A ball of mass m is attached to a string and whirled through a circle of radius r at a
constant angular velocity w. From the point of view of an observer in inertial space
the speed of the ball is constant, but its direction of travel is continuously changing
so that its velocity is not constant. To compute the acceleration we consider the
change in velocity §V that occurs for a time increment 8¢ during which the ball
rotates through an angle 6 as shown in Fig. 1.5. Because §0 is also the angle
between the vectors V and V + §V, the magnitude of 8V is just [§V| = |V| §0. If
we divide by &7 and note that in the limit §# — 0, §V is directed toward the axis
of rotation, we obtain

DV Do r
w2 ()
Dt Dt r

3v

36 v

JE

36

Fig. 1.5 Centripetal acceleration is given by the rate of change of the direction of the velocity vector,
which is directed toward the axis of rotation, as illustrated here by §V.
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However, |V| = wr and D6/ Dt = w, so that

DV
— = —w?r (1.6)
Dt

Therefore, viewed from fixed coordinates the motion is one of uniform accel-
eration directed toward the axis of rotation and equal to the square of the angular
velocity times the distance from the axis of rotation. This acceleration is called
centripetal acceleration. It is caused by the force of the string pulling the ball.

Now suppose that we observe the motion in a coordinate system rotating with
the ball. In this rotating system the ball is stationary, but there is still a force acting
on the ball, namely the pull of the string. Therefore, in order to apply Newton’s
second law to describe the motion relative to this rotating coordinate system,
we must include an additional apparent force, the centrifugal force, which just
balances the force of the string on the ball. Thus, the centrifugal force is equivalent
to the inertial reaction of the ball on the string and just equal and opposite to the
centripetal acceleration.

To summarize, observed from a fixed system the rotating ball undergoes a
uniform centripetal acceleration in response to the force exerted by the string.
Observed from a system rotating along with it, the ball is stationary and the force
exerted by the string is balanced by a centrifugal force.

1.5.2 Gravity Force

An object at rest on the surface of the earth is not at rest or in uniform motion relative
to an inertial reference frame except at the poles. Rather, an object of unit mass
at rest on the surface of the earth is subject to a centripetal acceleration directed
toward the axis of rotation of the earth given by —Q?R, where R is the position
vector from the axis of rotation to the object and = 7.292 x 10> rad s~ ! is the
angular speed of rotation of the earth.? Since except at the equator and poles the
centripetal acceleration has a component directed poleward along the horizontal
surface of the earth (i.e., along a surface of constant geopotential), there must be a
net horizontal force directed poleward along the horizontal to sustain the horizontal
component of the centripetal acceleration. This force arises because the rotating
earth is not a sphere, but has assumed the shape of an oblate spheroid in which there
is a poleward component of gravitation along a constant geopotential surface just
sufficient to account for the poleward component of the centripetal acceleration
at each latitude for an object at rest on the surface of the earth. In other words,
from the point of view of an observer in an inertial reference frame, geopotential

3 The earth revolves around its axis once every sidereal day, which is equal to 23 h 56 min 4 s
(86,164 5). Thus, 2 = 277/(86, 1645) = 7.292 x 107 rad s~ 1.
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NV, Earth

Fig.1.6 Relationship between the true gravitation
vector g* and gravity g. For an idealized
homogeneous spherical earth, g* would
be directed toward the center of the earth. R _ Q2R
In reality, g* does not point exactly to the
center except at the equator and the poles.
Gravity, g, is the vector sum of g* and
the centrifugal force and is perpendicular
to the level surface of the earth, which g
approximates an oblate spheroid.

Sphere

g*

surfaces slope upward toward the equator (see Fig. 1.6). As a consequence, the
equatorial radius of the earth is about 21 km larger than the polar radius.

Viewed from a frame of reference rotating with the earth, however, a geopo-
tential surface is everywhere normal to the sum of the true force of gravity, g*,
and the centrifugal force Q%R (which is just the reaction force of the centripetal
acceleration). A geopotential surface is thus experienced as a level surface by an
object at rest on the rotating earth. Except at the poles, the weight of an object
of mass m at rest on such a surface, which is just the reaction force of the earth
on the object, will be slightly less than the gravitational force mg* because, as
illustrated in Fig. 1.6, the centrifugal force partly balances the gravitational force.
It is, therefore, convenient to combine the effects of the gravitational force and
centrifugal force by defining gravity g such that

g=-—gk=g"+Q°R (1.7)

where k designates a unit vector parallel to the local vertical. Gravity, g, sometimes
referred to as “apparent gravity,” will here be taken as a constant (g = 9.81m s~2).
Except at the poles and the equator, g is not directed toward the center of the earth,
but is perpendicular to a geopotential surface as indicated by Fig. 1.6. True gravity
g*, however, is not perpendicular to a geopotential surface, but has a horizontal
component just large enough to balance the horizontal component of Q?R.

Gravity can be represented in terms of the gradient of a potential function &,
which is just the geopotential referred to above:

Vo =—-¢g
However, because g = —gk where g = |g|, it is clear that ® = ®(z) and

d®/dz = g. Thus horizontal surfaces on the earth are surfaces of constant geopo-
tential. If the value of geopotential is set to zero at mean sea level, the geopotential
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®(z) at height z is just the work required to raise a unit mass to height z from
mean sea level:

o =/ngz (1)
0

Despite the fact that the surface of the earth bulges toward the equator, an object
at rest on the surface of the rotating earth does not slide “downhill” toward the pole
because, as indicated above, the poleward component of gravitation is balanced
by the equatorward component of the centrifugal force. However, if the object
is put into motion relative to the earth, this balance will be disrupted. Consider
a frictionless object located initially at the North pole. Such an object has zero
angular momentum about the axis of the earth. If it is displaced away from the
pole in the absence of a zonal torque, it will not acquire rotation and hence will
feel a restoring force due to the horizontal component of true gravity, which, as
indicated above is equal and opposite to the horizontal component of the centrifugal
force for an object at rest on the surface of the earth. Letting R be the distance from
the pole, the horizontal restoring force for a small displacement is thus —Q2R,
and the object’s acceleration viewed in the inertial coordinate system satisfies the
equation for a simple harmonic oscillator:

d’R
e +Q°R=0 (1.9)
The object will undergo an oscillation of period 27/ <2 along a path that will
appear as a straight line passing through the pole to an observer in a fixed coordinate
system, but will appear as a closed circle traversed in 1/2 day to an observer rotating
with the earth (Fig. 1.7). From the point of view of an earthbound observer, there
is an apparent deflection force that causes the object to deviate to the right of its
direction of motion at a fixed rate.

1.5.3 The Coriolis Force and the Curvature Effect

Newton’s second law of motion expressed in coordinates rotating with the earth
can be used to describe the force balance for an object at rest on the surface of the
earth, provided that an apparent force, the centrifugal force, is included among the
forces acting on the object. If, however, the object is in motion along the surface
of the earth, additional apparent forces are required in the statement of Newton’s
second law.

Suppose that an object of unit mass, initially at latitude ¢ moving zonally at
speed u, relative to the surface of the earth, is displaced in latitude or in altitude by
animpulsive force. As the object is displaced it will conserve its angular momentum
in the absence of a torque in the east—west direction. Because the distance R to
the axis of rotation changes for a displacement in latitude or altitude, the absolute
angular velocity, €2 4+ u#/R, must change if the object is to conserve its absolute
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Fig. 1.7 Motion of a frictionless object launched from the north pole along the 0° longitude meridian
att = 0, as viewed in fixed and rotating reference frames at 3, 6, 9, and 12 h after launch. The
horizontal dashed line marks the position that the 0° longitude meridian had at # = 0, and
short dashed lines show its position in the fixed reference frame at subsequent 3 h intervals.
Horizontal arrows show 3 h displacement vectors as seen by an observer in the fixed reference
frame. Heavy curved arrows show the trajectory of the object as viewed by an observer in
the rotating system. Labels A, B and C show the position of the object relative to the rotating
coordinates at 3 h intervals. In the fixed coordinate frame the object oscillates back and forth
along a straight line under the influence of the restoring force provided by the horizontal
component of gravitation. The period for a complete oscillation is 24 h (only 1/2 period is
shown) . To an observer in rotating coordinates, however, the motion appears to be at constant
speed and describes a complete circle in a clockwise direction in 12 h.

angular momentum. Because €2 is constant, the relative zonal velocity must change.
Thus, the object behaves as though a zonally directed deflection force were acting
on it.

The form of the zonal deflection force can be obtained by equating the total
angular momentum at the initial distance R to the total angular momentum at the
displaced distance R + § R:

u u+du
Q —)R2= Q4+ 2N (R4 SR)?
( + = ( +R+5R>( +8R)

where u is the change in eastward relative velocity after displacement. Expand-
ing the right-hand side, neglecting second-order differentials, and solving for §u
gives
Su = —2Q5R — %(SR
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Noting that R = a cos ¢, where a is the radius of the earth and ¢ is latitude,
dividing through by the time increment §¢ and taking the limit as § — 0, gives in
the case of a meridional displacement in which 6 R = — sin ¢§y (see Fig. 1.8):

Du . u Dy . uv
e :(2szsm¢+—tan¢)—:29vsm¢+—tan¢ (1.10a)
Dt a Dt a

and for a vertical displacement in which 6 R = + cos ¢4z:

Du u\ Dz uw
<E) :—(ZQCOS¢+;>E=—Zchos¢—7 (1.10b)

where v = Dy/Ddt and w = Dz/Dt are the northward and upward velocity
components, respectively. The first terms on the right in (1.10a) and (1.10b) are
the zonal components of the Coriolis force for meridional and vertical motions,
respectively. The second terms on the right are referred to as metric terms or
curvature effects. These arise from the curvature of the earth’s surface.

A similar argument can be used to obtain the meridional component of the
Coriolis force. Suppose now that the object is set in motion in the eastward direction
by an impulsive force. Because the object is now rotating faster than the earth, the
centrifugal force on the object will be increased. Letting R be the position vector

Q
A
R %
0 » OR
%\ - 5
‘n !
PR '
A 2\ |
/<\' 1
Ro+3R e 5
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’ -
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Fig. 1.8 Relationship of R and §y = ad¢ for an equatorward displacement.
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from the axis of rotation to the object, the excess of the centrifugal force over that
for an object at rest is

2QuR N u’R
R R2

(sz+ H)ZR Q2R =
. -

The terms on the right represent deflecting forces, which act outward along
the vector R (i.e., perpendicular to the axis of rotation). The meridional and
vertical components of these forces are obtained by taking meridional and ver-
tical components of R as shown in Fig. 1.9 to yield

Dv . u?

— )| = —2Qusingp — —tan¢ (1.11a)
Dt a

Dw u?

— | =2Qucos¢p + — (1.11b)
Dt a

The first terms on the right are the meridional and vertical components, respec-
tively, of the Coriolis forces for zonal motion; the second terms on the right are
again the curvature effects.

For synoptic scale motions |u| < Q2 R, thelasttermsin (1.10a)and (1.11a) canbe
neglected in a first approximation. Therefore, relative horizontal motion produces
a horizontal acceleration perpendicular to the direction of motion given by

Du 2Qusing = f (1.12a)

—_— = vV S1n = JVv 1Za

Dt ),

D

<—v) — 2Qusing = — fu (1.12b)
where f = 2 sin ¢ is the Coriolis parameter.
0
Y
Cnu cos ¢
R 20u(R/R)
\ \-20u sin ¢

¢

Fig. 1.9 Components of the Coriolis force due to relative motion along a latitude circle.
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The subscript Co indicates that the acceleration is the part of the total acceleration
due only to the Coriolis force. Thus, for example, an object moving eastward in
the horizontal is deflected equatorward by the Coriolis force, whereas a westward
moving object is deflected poleward. In either case the deflection is to the right of
the direction of motion in the Northern Hemisphere and to the left in the Southern
Hemisphere. The vertical component of the Coriolis force in (1.11b) is ordinarily
much smaller than the gravitational force so that its only effect is to cause a very
minor change in the apparent weight of an object depending on whether the object
is moving eastward or westward.

The Coriolis force is negligible for motions with time scales that are very short
compared to the period of the earth’s rotation (a point that is illustrated by several
problems at the end of the chapter). Thus, the Coriolis force is not important for
the dynamics of individual cumulus clouds, but is essential to the understanding of
longer time scale phenomena such as synoptic scale systems. The Coriolis force
must also be taken into account when computing long-range missile or artillery
trajectories.

As an example, suppose that a ballistic missile is fired due eastward at 43°N
latitude (f = 107*s~' at43°N). If the missile travels 1000 km at a horizontal
speed ug = 1000 m s~', by how much is the missile deflected from its eastward
path by the Coriolis force? Integrating (1.12b) with respect to time we find that

v = — fuot (1.13)

where it is assumed that the deflection is sufficiently small so that we may let f
and u( be constants. To find the total displacement we must integrate (1.13) with

respect to time:
t Yw+38y t
/vdt:/ dy:—fu()/ tdt
0 0 0

Thus, the total displacement is
8y = — fuot?*/2 = —50km

Therefore, the missile is deflected southward by 50 km due to the Coriolis effect.
Further examples of the deflection of objects by the Coriolis force are given in some
of the problems at the end of the chapter.

The x and y components given in (1.12a) and (1.12b) can be combined in vector

form as DV
- = — xV 1.14

( Dt )Co fk ( )
where V = (u, v) is the horizontal velocity, k is a vertical unit vector, and the

subscript Co indicates that the acceleration is due solely to the Coriolis force.
Since —k x V is a vector rotated 90° to the right of V, (1.14) clearly shows the
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deflection character of the Coriolis force. The Coriolis force can only change the
direction of motion, not the speed of motion.

1.54 Constant Angular Momentum Oscillations

Suppose an object initially at rest on the earth at the point (xg, )p) is impulsively
propelled along the x axis with a speed V at time ¢t = 0. Then from (1.12a)
and (1.12b), the time evolution of the velocity is given by u = V cos ft and
v = —V sin ft. However, because u = Dx /Dt and v = Dy/ Dt, integration with
respect to time gives the position of the object at time ¢ as

14 14
x—x0:7sinft and y—y0=7(cosft—1) (1.15a,b)

where the variation of f with latitude is here neglected. Equations (1.15a) and
(1.15b) show that in the Northern Hemisphere, where f is positive, the object
orbits clockwise (anticyclonically) in a circle of radius R = V'/ f about the point
(x0, yo — V' /f) with a period given by

Tt =27R/V =2n/f = n/(Qsin¢) (1.16)

Thus, an object displaced horizontally from its equilibrium position on the sur-
face of the earth under the influence of the force of gravity will oscillate about
its equilibrium position with a period that depends on latitude and is equal to
one sidereal day at 30° latitude and 1/2 sidereal day at the pole. Constant angular
momentum oscillations (often referred to misleadingly as “inertial oscillations”)
are commonly observed in the oceans, but are apparently not of importance in the
atmosphere.

1.6 STRUCTURE OF THE STATIC ATMOSPHERE

The thermodynamic state of the atmosphere at any point is determined by the values
of pressure, temperature, and density (or specific volume) at that point. These field
variables are related to each other by the equation of state for an ideal gas. Letting
p, T p,and (= p~ ') denote pressure, temperature, density, and specific volume,
respectively, we can express the equation of state for dry air as

pa=RT or p=pRT 1.17)

where R is the gas constant for dry air (R = 287 kg™ K~1).
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C‘é:%’;'s‘s"’e'g_'r‘";-":ﬁ Fig. 1.10 Balance of forces for hydrostatic equi-
AREA librium. Small arrows show the upward
and downward forces exerted by air
pressure on the air mass in the shaded
block. The downward force exerted by
PRESSURE = p gravity on the air in the block is given
by pgdz, whereas the net pressure force
given by the difference between the
upward force across the lower surface
and the downward force across the upper
surface is —d p. Note that dp is negative,
as pressure decreases with height. (After

‘Wallace and Hobbs, 1977.)

PRESSURE =p+dp

f A
L e R
& MR

GROUND

1.6.1 The Hydrostatic Equation

In the absence of atmospheric motions the gravity force must be exactly balanced
by the vertical component of the pressure gradient force. Thus, as illustrated in
Fig. 1.10,

dp/dz = —pg (1.18)

This condition of hydrostatic balance provides an excellent approximation for
the vertical dependence of the pressure field in the real atmosphere. Only for intense
small-scale systems such as squall lines and tornadoes is it necessary to consider
departures from hydrostatic balance. Integrating (1.18) from a height z to the top
of the atmosphere we find that

P(Z)Z/ pgdz (1.19)

so that the pressure at any point is simply equal to the weight of the unit cross
section column of air overlying the point. Thus, mean sea level pressure p(0) =
1013.25 hPa is simply the average weight per square meter of the total atmospheric
column.* It is often useful to express the hydrostatic equation in terms of the
geopotential rather than the geometric height. Noting from (1.8) that d® = gdz
and from, (1.17) that « = RT/p, we can express the hydrostatic equation in the
form

gdz=d® =—(RT/p)dp=—RTdInp (1.20)

Thus, the variation of geopotential with respect to pressure depends only on tem-
perature. Integration of (1.20) in the vertical yields a form of the hypsometric
equation:

P1
®(z2) — D(z1) =g0(Zg—Zl)=R/ Tdln p (1.21)
p2

4 For computational convenience, the mean surface pressure is often assumed to equal 1000 hPa.
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Here Z = ®(z)/go, is the geopotential height, where gy = 9.80665m s~ 2 is
the global average of gravity at mean sea level. Thus in the troposphere and lower
stratosphere, Z is numerically almost identical to the geometric height z. In terms
of Z the hypsometric equation becomes

R [P
ZTEZQ—le—/ Tdlnp (1.22)
80 Jp,

where Z7 is the thickness of the atmospheric layer between the pressure surfaces
p2 and pj. Defining a layer mean temperature

P P -1
(T):/ lenp|:/ dlnp]
P2 P2

and a layer mean scale height H = R(T) /gy we have from (1.22)

Zr = Hin(p1/ p2) (1.23)

Thus the thickness of a layer bounded by isobaric surfaces is proportional to the
mean temperature of the layer. Pressure decreases more rapidly with height in a
cold layer than in a warm layer. It also follows immediately from (1.23) that in an
isothermal atmosphere of temperature 7, the geopotential height is proportional to
the natural logarithm of pressure normalized by the surface pressure,

Z = —Hln(p/po) (1.24)

where py is the pressure at Z = 0. Thus, in an isothermal atmosphere the pressure
decreases exponentially with geopotential height by a factor of e ~! per scale height,

p(Z) = p(0)e 41

1.6.2 Pressure as a Vertical Coordinate

From the hydrostatic equation (1.18), it is clear that a single valued monotonic
relationship exists between pressure and height in each vertical column of the
atmosphere. Thus we may use pressure as the independent vertical coordinate and
height (or geopotential) as a dependent variable. The thermodynamic state of the
atmosphere is then specified by the fields of ®(x, y, p,¢) and T (x, y, p, t).
Now the horizontal components of the pressure gradient force given by (1.1)
are evaluated by partial differentiation holding z constant. However, when pres-
sure is used as the vertical coordinate, horizontal partial derivatives must be
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Fig. 1.11 Slope of pressure surfaces in the x, z plane.

evaluated holding p constant. Transformation of the horizontal pressure gradi-
ent force from height to pressure coordinates may be carried out with the aid of
Fig. 1.11. Considering only the x, z plane, we see from Fig. 1.11 that

(po+dp)—po| _[(potdp)—po| (82
dx Z_ 8z x\8x/,

where subscripts indicate variables that remain constant in evaluating the differ-
entials. Thus, for example, in the limit 6z — 0

[(P0+3P)—po] N <_3_p>
8z . 0z ),

where the minus sign is included because 6z < 0 for §p > 0.
Taking the limits 8x, 8z — 0 we obtain®

(7). (), (%),

which after substitution from the hydrostatic equation (1.18) yields

L(opY __ (3) (1
), ), o

Similarly, it is easy to show that

! (3_1’> :_<E> (1.26)
p \dy/. /),

Stis important to note the minus sign on the right in this expression!
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Thus in the isobaric coordinate system the horizontal pressure gradient force is
measured by the gradient of geopotential at constant pressure. Density no longer
appears explicitly in the pressure gradient force; this is a distinct advantage of the
isobaric system.

1.6.3 A Generalized Vertical Coordinate

Any single-valued monotonic function of pressure or height may be used as the
independent vertical coordinate. For example, in many numerical weather predic-
tion models, pressure normalized by the pressure at the ground [0 = p(x, y, z, )/
ps(x, v, t)] is used as a vertical coordinate. This choice guarantees that the ground
is a coordinate surface (0 = 1) even in the presence of spatial and temporal surface
pressure variations. Thus, this so-called o coordinate system is particularly useful
in regions of strong topographic variations.

We now obtain a general expression for the horizontal pressure gradient, which
is applicable to any vertical coordinate s = s(x, y, z, t) that is a single-valued
monotonic function of height. Referring to Fig. 1.12 we see that for a horizontal
distance §x the pressure difference evaluated along a surface of constant s is related
to that evaluated at constant z by the relationship

Pc— Pa __ Pc— Ps 5_Z+PB—pA

ox 6z ox ox

Taking the limits as §x, §z — 0 we obtain

Y _op (02 (%
(),-5 (). (). a2

s =const

Pc

Sz

Pa Sx 1
Pe

Fig. 1.12 Transformation of the pressure gradient force to s coordinates.
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Using the identity dp/dz = (9s/0z)(dp/ds), we can express (1.27) in the

alternate form 5 ; 5 ; ;
(%).- ()% (5).(%) 129
ox /g ox /), 0z \dx/ \0s

In later chapters we will apply (1.27) or (1.28) and similar expressions for other
fields to transform the dynamical equations to several different vertical coordinate
systems.

PROBLEMS

1.1. Neglecting the latitudinal variation in the radius of the earth, calculate the
angle between the gravitational force and gravity vectors at the surface of
the earth as a function of latitude. What is the maximum value of this angle?

1.2. Calculate the altitude at which an artificial satellite orbiting in the equatorial
plane can be a synchronous satellite (i.e., can remain above the same spot
on the surface of the earth).

1.3. An artificial satellite is placed into a natural synchronous orbit above the
equator and is attached to the earth below by a wire. A second satellite is
attached to the first by a wire of the same length and is placed in orbit directly
above the first at the same angular velocity. Assuming that the wires have
zero mass, calculate the tension in the wires per unit mass of satellite. Could
this tension be used to lift objects into orbit with no additional expenditure
of energy?

1.4. A train is running smoothly along a curved track at the rate of 50 m s~!. A
passenger standing on a set of scales observes that his weight is 10% greater
than when the train is at rest. The track is banked so that the force acting
on the passenger is normal to the floor of the train. What is the radius of
curvature of the track?

1.5. If a baseball player throws a ball a horizontal distance of 100 m at 30°
latitude in 4 s, by how much is it deflected laterally as a result of the rotation
of the earth?

1.6. Two balls4 cm in diameter are placed 100 m apart on a frictionless horizontal
plane at 43°N. If the balls are impulsively propelled directly at each other
with equal speeds, at what speed must they travel so that they just miss each
other?

1.7. A locomotive of 2 x 10° kg mass travels 50 m s~ ! along a straight horizon-
tal track at 43°N. What lateral force is exerted on the rails? Compare the
magnitudes of the upward reaction force exerted by the rails for cases where
the locomotive is traveling eastward and westward, respectively.
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1.8.

1.9.

1.10.

1.11.

1.12.

1.13.

1.14.

1.15.

1.16.

Find the horizontal displacement of a body dropped from a fixed platform
at a height A at the equator neglecting the effects of air resistance. What is
the numerical value of the displacement for # = 5 km?

A bullet is fired directly upward with initial speed wpo, at latitude ¢. Neglect-
ing air resistance, by what distance will it be displaced horizontally when
it returns to the ground? (Neglect 2Qu cos¢ compared to g in the vertical
momentum equation.)

A block of mass M = 1 kg is suspended from the end of a weightless string.
The other end of the string is passed through a small hole in a horizontal
platform and a ball of mass m = 10 kg is attached. At what angular velocity
must the ball rotate on the horizontal platform to balance the weight of the
block if the horizontal distance of the ball from the hole is 1 m? While the
ball is rotating, the block is pulled down 10 cm. What is the new angular
velocity of the ball? How much work is done in pulling down the block?

A particle is free to slide on a horizontal frictionless plane located at a latitude
¢ on the earth. Find the equation governing the path of the particle if it is
given an impulsive northward velocity v = Vj att = 0. Give the solution for
the position of the particle as a function of time. (Assume that the latitudinal
excursion is sufficiently small that f is constant.)

Calculate the 1000- to 500-hPa thickness for isothermal conditions with
temperatures of 273- and 250 K, respectively.

Isolines of 1000- to 500-hPa thickness are drawn on a weather map using a
contour interval of 60 m. What is the corresponding layer mean temperature
interval?

Show that a homogeneous atmosphere (density independent of height) has
a finite height that depends only on the temperature at the lower boundary.
Compute the height of a homogeneous atmosphere with surface temperature
To = 273K and surface pressure 1000 hPa. (Use the ideal gas law and
hydrostatic balance.)

For the conditions of Problem 1.14, compute the variation of the temperature
with respect to height.

Show that in an atmosphere with uniform lapse rate y (where y = —d T /dz)
the geopotential height at pressure level p; is given by

T —Ry/g
s-Df (@)
% P

where Tp and pg are the sea level temperature and pressure, respectively.
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1.17. Calculate the 1000- to 500-hPa thickness for a constant lapse rate atmosphere

1.18.

1.19.

with y = 6.5K km~! and Ty = 273K. Compare your results with the results
in Problem 1.12.

Derive an expression for the variation of density with respect to height in a
constant lapse rate atmosphere.

Derive an expression for the altitude variation of the pressure change §p
that occurs when an atmosphere with a constant lapse rate is subjected to
a height-independent temperature change §7 while the surface pressure
remains constant. At what height is the magnitude of the pressure change a
maximum if the lapse rate is 6.5 K km~!, Ty = 300, and 87 = 2K?

MATLAB EXERCISES

M1.1.

M1.2.

M1.3.

This exercise investigates the role of the curvature terms for high-latitude
constant angular momentum trajectories.

(a) Run the coriolis.m script with the following initial conditions: initial
latitude 60°, initial velocity u = 0, v =40 m s~ run time = 5 days.
Compare the appearance of the trajectories for the case with the cur-
vature terms included and the case with curvature terms neglected.
Qualitatively explain the difference that you observe. Why is the tra-
jectory not a closed circle as described in Eq. (1.15) of the text? [Hint:
consider the separate effects of the term proportional to tan ¢ and of
the spherical geometry.]

(b) Run coriolis.m with latitude 60°, u = 0, v = 80 m/s. What is different
from case (a)? By varying the run time, see if you can determine how
long it takes for the particle to make a full circuit in each case and
compare this to the time given in Eq. (1.16) for ¢ = 60°.

Using the MATLAB script from Problem M1.1, compare the magnitudes
of the lateral deflection for ballistic missiles fired eastward and westward
at 43° latitude. Each missile is launched at a velocity of 1000 m s~'and
travels 1000 km. Explain your results. Can the curvature term be neglected
in these cases?

This exercise examines the strange behavior of constant angular momen-
tum trajectories near the equator. Run the coriolis.m script for the following
contrasting cases: a) latitude 0.5°, ¥ = 20 m s~!, v = 0, run time =
20 days and b) latitude 0.5°, u = —20 m s™1, v =0, run time = 20 days.
Obviously, eastward and westward motion near the equator leads to very
different behavior. Briefly explain why the trajectories are so different in
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M14.

these two cases. By running different time intervals, determine the approxi-
mate period of oscillation in each case (i.e., the time to return to the original
latitude.)

More strange behavior near the equator. Run the script const_ang_
mom_trajl.m by specifying initial conditions of latitude = 0, u = 0,
v =50m s~ !, and a time of about 5 or 10 days. Notice that the motion is
symmetric about the equator and that there is a net eastward drift. Why does
providing a parcel with an initial poleward velocity at the equator lead to
an eastward average displacement? By trying different initial meridional
velocities in the range of 50 to 250 m s~!, determine the approximate
dependence of the maximum latitude reached by the ball on the initial
meridional velocity. Also determine how the net eastward displacement
depends on the initial meridional velocity. Show your results in a table or
plot them using MATLAB.

Suggested References

Complete reference information is provided in the Bibliography at the end of the book.

Wallace and Hobbs, Atmospheric Science: An Introductory Survey, discusses much of the material in
this chapter at an elementary level.

Curry and Webster, Thermodynamics of Atmospheres and Oceans, contains a more advanced discussion
of atmospheric statistics.

Durran (1993) discusses the constant angular momentum oscillation in detail.



CHAPTER 2

Basic Conservation Laws

Atmospheric motions are governed by three fundamental physical principles:
conservation of mass, conservation of momentum, and conservation of energy.
The mathematical relations that express these laws may be derived by considering
the budgets of mass, momentum, and energy for an infinitesimal control volume
in the fluid. Two types of control volume are commonly used in fluid dynamics.
In the Eulerian frame of reference the control volume consists of a parallelepiped
of sides §x, 8y, 8z, whose position is fixed relative to the coordinate axes. Mass,
momentum, and energy budgets will depend on fluxes caused by the flow of fluid
through the boundaries of the control volume. (This type of control volume was
used in Section 1.4.1.) In the Lagrangian frame, however, the control volume con-
sists of an infinitesimal mass of “tagged” fluid particles; thus, the control volume
moves about following the motion of the fluid, always containing the same fluid
particles.

The Lagrangian frame is particularly useful for deriving conservation laws, as
such laws may be stated most simply in terms of a particular mass element of the
fluid. The Eulerian system is, however, more convenient for solving most problems
because in that system the field variables are related by a set of partial differential
equations in which the independent variables are the coordinates x, y, z, and .

28
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In the Lagrangian system, however, it is necessary to follow the time evolution of
the fields for various individual fluid parcels. Thus the independent variables are
X0, )0, Z0, and ¢, where xo, ), and zog designate the position that a particular parcel
passed through at a reference time fy.

2.1 TOTAL DIFFERENTIATION

The conservation laws to be derived in this chapter contain expressions for the
rates of change of density, momentum, and thermodynamic energy following the
motion of particular fluid parcels. In order to apply these laws in the Eulerian frame
itis necessary to derive a relationship between the rate of change of a field variable
following the motion and its rate of change at a fixed point. The former is called
the substantial, the fotal, or the material derivative (it will be denoted by D/ Dt).
The latter is called the local derivative (it is merely the partial derivative with respect
to time). To derive a relationship between the total derivative and the local deriva-
tive, itis convenient to refer to a particular field variable (temperature, for example).
For a given air parcel the location (x, y, z) is a function of ¢ so that x = x (),
y = y(t), z = z(t). Following the parcel, T may then be considered as truly a
function only of time, and its rate of change is just the total derivative DT /Dt.
In order to relate the total derivative to the local rate of change at a fixed point,
we consider the temperature measured on a balloon that moves with the wind.
Suppose that this temperature is 7y at the point xo, )p, zo and time #g. If the bal-
loon moves to the point xo + §x, yo + 8y, zo + 8z in a time increment &z, then
the temperature change recorded on the balloon, §T', can be expressed in a Taylor
series expansion as

oT oT oT oT :
ST =(—)ét+|—)éx+ | — ) 6y+ | — ) éz+ (higher order terms)
at ox ay 0z

Dividing through by §¢ and noting that §7 is the change in temperature following
the motion so that

DT . 6T

— = lim —

Dt 5i—0 6t

we find that in the limit §# — 0
DT 0T 0T\ Dx aT\ Dy oT\ Dz
— =—4+|— )=+ =)=+ — )=
Dt ot ox ) Dt ay ) Dt dz | Dt

is the rate of change of T following the motion.
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If we now let
Dx Dy Dz
— =u,—=v,— =w
Dt Dt Dt
then u, v, w are the velocity components in the x, y, z directions, respectively, and
DT oT n oT n oT n oT
—_— = U—+v—+w—
Dt at ox ay 0z

Using vector notation this expression may be rewritten as

2.1)

oT DT

— =——U.VT

ot Dt
where U = iu + jv 4 kw is the velocity vector. The term —U « VT is called the
temperature advection. It gives the contribution to the local temperature change
due to air motion. For example, if the wind is blowing from a cold region toward
a warm region —U « VT will be negative (cold advection) and the advection term
will contribute negatively to the local temperature change. Thus, the local rate
of change of temperature equals the rate of change of temperature following the
motion (i.e., the heating or cooling of individual air parcels) plus the advective rate
of change of temperature.

The relationship between the total derivative and local derivative given for tem-
perature in (2.1) holds for any of the field variables. Furthermore, the total deriva-
tive can be defined following a motion field other than the actual wind field. For
example, we may wish to relate the pressure change measured by a barometer on
a moving ship to the local pressure change.

Example. The surface pressure decreases by 3 hPa per 180 km in the eastward
direction. A ship steaming eastward at 10 km/h measures a pressure fall of 1 hPa
per 3 h. What is the pressure change on an island that the ship is passing? If we
take the x axis oriented eastward, then the local rate of change of pressure on the
island is

dp _Dp  dp

ot~ Di ox
where Dp/ Dt is the pressure change observed by the ship and u is the velocity of
the ship. Thus,

dp _—1hPa (lokm> (—3 hPa) _ 1hPa

9t 3h h 180km/) 6h

so that the rate of pressure fall on the island is only half the rate measured on the
moving ship.

If the total derivative of a field variable is zero, then that variable is a conservative
quantity following the motion. The local change is then entirely due to advection.
As shown later, field variables that are approximately conserved following the
motion play an important role in dynamic meteorology.
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2.1.1 Total Differentiation of a Vector in a Rotating System

The conservation law for momentum (Newton’s second law of motion) relates
the rate of change of the absolute momentum following the motion in an inertial
reference frame to the sum of the forces acting on the fluid. For most applications
in meteorology it is desirable to refer the motion to a reference frame rotating
with the earth. Transformation of the momentum equation to a rotating coordinate
system requires a relationship between the total derivative of a vector in an inertial
reference frame and the corresponding total derivative in a rotating system.

To derive this relationship, we let A be an arbitrary vector whose Cartesian
components in an inertial frame are given by

A=A, +jA4, +K 4]

and whose components in a frame rotating with an angular velocity €2 are
A=id, +jAd,+k4;

Letting D,A/Dt be the total derivative of A in the inertial frame, we can write

DaA_i,DA; ., DA, k,DA;

pr ' pr Dy Dt
DA, DA, DA. D Daj D,k
- K A, 4 =y oy Paly
“or o Yo T ot o T o

The first three terms on the line above can be combined to give

DA _ DAy DAy | DA
— =i
Dt Dt "V Dr Dt

which is just the total derivative of A as viewed in the rotating coordinates (i.e.,
the rate of change of A following the relative motion).

The last three terms arise because the directions of the unit vectors (i, j, k) change
their orientation in space as the earth rotates. These terms have a simple form for
a rotating coordinate system. For example, considering the eastward directed unit

vector:
oi oi

8i= —38A —5 —8
i + 00 ¢+
For solid body rotation A = 6¢,5¢ = 0,6z = 0,sothatsi/ét = (di/IA) (51/6t)
and taking the limit 6 — 0,
D,i ai
=Q—
Dt oA
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Fig. 2.1 Longitudinal dependence of the unit vector i.

But from Figs. 2.1 and 2.2, the longitudinal derivative of i can be expressed as

a .
ﬁzjsmab—kcosqb
However, £ = (0, 2sin ¢, 2 cos ¢) so that
Dygi . .
Dt =Q(jsing —kcosp) =2 xi

In a similar fashion, it can be shown that D,j/Dt = @ x jand D, k/Dt = € x k.
Therefore, the total derivative for a vector in an inertial frame is related to that in
a rotating frame by the expression

D,A DA

— 22 L axA 22
D - D TR 2.2)

. Fig.2.2 Resolution of §iin Fig. 2.1 into northward
j sin and vertical components.

Si 3
“k cos ¢
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2.2 THE VECTORIAL FORM OF THE MOMENTUM EQUATION IN
ROTATING COORDINATES

In an inertial reference frame, Newton’s second law of motion may be written
symbolically as
D,Uq

e = > F (2.3)
The left-hand side represents the rate of change of the absolute velocity U,, fol-
lowing the motion as viewed in an inertial system. The right-hand side represents
the sum of the real forces acting per unit mass. In Section 1.5 we found through
simple physical reasoning that when the motion is viewed in a rotating coordinate
system certain additional apparent forces must be included if Newton’s second
law is to be valid. The same result may be obtained by a formal transformation of
coordinates in (2.3).

In order to transform this expression to rotating coordinates, we must first find a
relationship between U, and the velocity relative to the rotating system, which we
will designate by U. This relationship is obtained by applying (2.2) to the position
vector r for an air parcel on the rotating earth:

_brio 2.4
D D TEXT 24

but D,r/Dt = U, and Dr/Dt = U; therefore (2.4) may be written as
U,=U+Q2xr (2.5)

which states simply that the absolute velocity of an object on the rotating earth is
equal to its velocity relative to the earth plus the velocity due to the rotation of the
earth.

Now we apply (2.2) to the velocity vector U, and obtain

D,U, DU

a
=—+2xU 2.6
Dr o T 2x U (2.6)
Substituting from (2.5) into the right-hand side of (2.6) gives
D,U D
- (U4 2x0)+2x (U+L2xr)

Dt Dt

2.7)

= — 422 xU—-Q°R

Dt

where €2 is assumed to be constant. Here R is a vector perpendicular to the axis of
rotation, with magnitude equal to the distance to the axis of rotation, so that with
the aid of a vector identity,

Qx (2xr) =R x (xR =—-Q°R
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Equation (2.7) states that the acceleration following the motion in an inertial
system equals the rate of change of relative velocity following the relative motion
in the rotating frame plus the Coriolis acceleration due to relative motion in the
rotating frame plus the centripetal acceleration caused by the rotation of the coor-
dinates.

If we assume that the only real forces acting on the atmosphere are the pressure
gradient force, gravitation, and friction, we can rewrite Newton’s second law (2.3)
with the aid of (2.7) as

DU 1
E_—ZSZXU—;Vp+g+Fr (2.8)
where F, designates the frictional force (see Section 1.4.3), and the centrifugal
force has been combined with gravitation in the gravity term g (see Section 1.5.2).
Equation (2.8) is the statement of Newton’s second law for motion relative to
a rotating coordinate frame. It states that the acceleration following the relative
motion in the rotating frame equals the sum of the Coriolis force, the pressure
gradient force, effective gravity, and friction. This form of the momentum equation
is basic to most work in dynamic meteorology.

2.3 COMPONENT EQUATIONS IN SPHERICAL COORDINATES

For purposes of theoretical analysis and numerical prediction, it is necessary to
expand the vectorial momentum equation (2.8) into its scalar components. Since
the departure of the shape of the earth from sphericity is entirely negligible for
meteorological purposes, it is convenient to expand (2.8) in spherical coordinates
so that the (level) surface of the earth corresponds to a coordinate surface. The
coordinate axes are then (A, ¢, z), where A is longitude, ¢ is latitude, and z is
the vertical distance above the surface of the earth. If the unit vectors i, j, and k
are now taken to be directed eastward, northward, and upward, respectively, the
relative velocity becomes

U=iu+jv+kw

where the components u, v, and w are defined as

D D¢ Dz
Uu=rcos¢p —, v=r—, wEE

2.9
Dt Dt 29

Here, r is the distance to the center of the earth, which is related to zby r = a + z,
where a is the radius of the earth. Traditionally, the variable » in (2.9) is replaced by
the constant a. This is a very good approximation, as z < a for the regions of the
atmosphere with which meteorologists are concerned. For notational simplicity,
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it is conventional to define x and y as eastward and northward distance, such that
Dx = acos¢ DA and Dy = a D¢. Thus, the horizontal velocity components
are v = Dx/Dt and v = Dy/Dt in the eastward and northward directions,
respectively. The (x, y, z) coordinate system defined in this way is not, however,
a Cartesian coordinate system because the directions of the i, j, k unit vectors are
not constant, but are functions of position on the spherical earth. This position
dependence of the unit vectors must be taken into account when the acceleration
vector is expanded into its components on the sphere. Thus, we write

DU _Du+,Dv+ka+ Di+ Dj+ Dk (2.10)
_— ] _— _— e e e .
Dr "D Yo "D "¢ VD TV Dy

In order to obtain the component equations, it is necessary first to evaluate the rates
of change of the unit vectors following the motion.

We first consider Di/Dt. Expanding the total derivative as in (2.1) and noting
that i is a function only of x (i.e., an eastward-directed vector does not change its
orientation if the motion is in the north—south or vertical directions), we get

Di oi
—_— = Y—
Dt 0x

From Fig. 2.1 we see by similarity of triangles,

|51
m — =
sx—0 8x

oi

_ 1
0x

" acos¢

and that the vector di / dx is directed toward the axis of rotation. Thus, as is illus-
trated in Fig. 2.2,

B L (jsing —keose)
—_— = sin — COS
dx acos¢ J

Therefore
DU % sing —keos) @.11)
_— = Sin — K COS .
Dt acos¢ J

Considering now Dj/Dt, we note that j is a function only of x and y. Thus, with
the aid of Fig. 2.3 we see that for eastward motion |§j| = §x/(a/tan ¢). Because
the vector dj / dx is directed in the negative x direction, we have then

aj tanqbi
ax a
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Fig.2.3 Dependence of unit vector j on
longitude.

From Fig. 2.4 it is clear that for northward motion |5j| = 8¢, but §y = ad¢, and
&j is directed downward so that

aj k
dy a
Hence,
Dj t
Dy _wang. vy 2.12)
Dt a a

Finally, by similar arguments it can be shown that

Dk _ju +ij 0 (2.13)
— =1— — .
Dt a ']a

Substituting (2.11)—(2.13) into (2.10) and rearranging the terms, we obtain the
spherical polar coordinate expansion of the acceleration following the relative
motion

Dt a

n Dw  u?+? X
Dt a

DU Du wuvtang uw), Dv  u?tang vw) .
D )\t )
(2.14)
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]

8j
8¢

Fig.2.4 Dependence of unit vector j on
latitude.

adp\ij

3¢

We next turn to the component expansion of the force terms in (2.8). The Coriolis
force is expanded by noting that £ has no component parallel to i and that its
components parallel to j and k are 22 cos ¢ and 2Q2sin¢, respectively. Thus, using
the definition of the vector cross product,

i j k
=22 xU=-2210 cos ¢ sin ¢
u v w

= —Q2Qwcos¢p —2Qusing) i —2Qusing j+2Qucosp k  (2.15)
The pressure gradient may be expressed as

0 0 0
L e 1L (2.16)

Vp=i
P T T2

and gravity is conveniently represented as
g=—gk (2.17)

where g is a positive scalar (g = 9.8 m s~ at the earth’s surface). Finally, recall
from (1.5) that
F, =iF +jF, +KF,; (2.18)

Substituting (2.14)—(2.18) into the equation of motion (2.8) and equating all
terms in the i, j, and k directions, respectively, we obtain

Du wuvtan¢ wuw 1dp .
4+ — =———42Qusing — 2Qwcos¢p + F,« (2.19)
Dt a a p 0x

Dv  u’tan¢ vw 1dp
- — = ———= —2Qusi F 2.20
Dt a + a p oy using + Fry ( )
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D 2402 19
UMY 2% e 2Qucosd + B 2.21)
Dt a p o0z

which are the eastward, northward, and vertical component momentum equations,
respectively. The terms proportional to 1/a on the left-hand sides in (2.19)-(2.21)
are called curvature terms; they arise due to the curvature of the earth.! Because
they are nonlinear (i.e., they are quadratic in the dependent variables), they are dif-
ficult to handle in theoretical analyses. Fortunately, as shown in the next section,
the curvature terms are unimportant for midlatitude synoptic scale motions. How-
ever, even when the curvature terms are neglected, (2.19)—(2.21) are still nonlinear
partial differential equations, as can be seen by expanding the total derivatives into
their local and advective parts:

Du ou ou ou ou
—=—+u w
Dt ot ox ay 0z

with similar expressions for Dv/ Dt and Dw/Dt. In general the advective accel-
eration terms are comparable in magnitude to the local acceleration. The presence
of nonlinear advection processes is one reason that dynamic meteorology is an
interesting and challenging subject.

2.4 SCALE ANALYSIS OF THE EQUATIONS OF MOTION

Section 1.3 discussed the basic notion of scaling the equations of motion in order
to determine whether some terms in the equations are negligible for motions of
meteorological concern. Elimination of terms on scaling considerations not only
has the advantage of simplifying the mathematics, but as shown in later chapters,
the elimination of small terms in some cases has the very important property of
completely eliminating or filtering an unwanted type of motion. The complete
equations of motion [(2.19)—(2.21)] describe all types and scales of atmospheric
motions. Sound waves, for example, are a perfectly valid class of solutions to
these equations. However, sound waves are of negligible importance in dynamical
meteorology. Therefore, it will be a distinct advantage if, as turns out to be true,
we can neglect the terms that lead to the production of sound waves and filter out
this unwanted class of motions.

In order to simplify (2.19)—(2.21) for synoptic scale motions, we define the
following characteristic scales of the field variables based on observed values for
midlatitude synoptic systems.

1 It can be shown that when r is replaced by a as done here (the traditional approximation) the
Coriolis terms proportional to cos ¢ in (2.19) and (2.21) must be neglected if the equations are to
satisfy angular momentum conservation.
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U~ 10ms~! horizontal velocity scale
W~ 1lcms™! vertical velocity scale
L~ 10°m length scale [~1/(27) wavelength]
H~10*m depth scale
8P/p~103m? s~% horizontal pressure fluctuation scale
LIU~10°s time scale

Horizontal pressure fluctuation § P is normalized by the density p in order to
produce a scale estimate that is valid at all heights in the troposphere, despite
the approximate exponential decrease with height of both § P and p. Note that
8 P/p has units of a geopotential. Referring back to (1.25) we see that indeed the
magnitude of the fluctuation of § P/ p on a surface of constant height must equal the
magnitude of the fluctuation of the geopotential on an isobaric surface. The time
scale here is an advective time scale, which is appropriate for pressure systems
that move at approximately the speed of the horizontal wind, as is observed for
synoptic scale motions. Thus, L/ U is the time required to travel a distance L ata
speed U, and the substantial differential operator scales as D/ Dt ~ U /L for such
motions.

It should be pointed out here that the synoptic scale vertical velocity is not a
directly measurable quantity. However, as shown in Chapter 3, the magnitude of
w can be deduced from knowledge of the horizontal, velocity field.

We can now estimate the magnitude of each termin (2.19) and (2.20) for synoptic
scale motions at a given latitude. It is convenient to consider a disturbance centered
at latitude ¢9 = 45° and introduce the notation

fo=2Qsingy = 2Qcos g = 10" 457!

Table 2.1 shows the characteristic magnitude of each term in (2.19) and (2.20)
based on the scaling considerations given above. The molecular friction term is so
small that it may be neglected for all motions except the smallest scale turbulent
motions near the ground, where vertical wind shears can become very large and
the molecular friction term must be retained, as discussed in Chapter 5.

Table 2.1 Scale Analysis of the Horizontal Momentum Equations

A B C D E F G
x — Eq. % —2Qusing  4+2Qwcosg +4° —”“aﬂ = _%%’ o
y—Eq. % +2Qu sin ¢ + +”2‘%¢ :_%% +Fry
Scales U?/L foU fow UT UTZ SKTIL’ 1;]7(.2/
(ms=2) 1074 1073 1070 10°8 1070 10-3 1012




40 2 BASIC CONSERVATION LAWS

2.4.1 Geostrophic Approximation and Geostrophic Wind

It is apparent from Table 2.1 that for midlatitude synoptic scale disturbances the
Coriolis force (term B) and the pressure gradient force (term F) are in approxi-
mate balance. Retaining only these two terms in (2.19) and (2.20) gives as a first
approximation the geostrophic relationship

19 19
_fv%_;a_f; fu%—zﬁ (2.22)

where f = 2Qsing is called the Coriolis parameter. The geostrophic balance
is a diagnostic expression that gives the approximate relationship between the
pressure field and horizontal velocity in large-scale extratropical systems. The
approximation (2.22) contains no reference to time and therefore cannot be used
to predict the evolution of the velocity field. It is for this reason that the geostrophic
relationship is called a diagnostic relationship.

By analogy to the geostrophic approximation (2.22) it is possible to define a
horizontal velocity field, V, = iug + jug, called the geostrophic wind, which
satisfies (2.22) identically. In vectorial form,

1
Vo=kx —Vp (2.23)
g of

Thus, knowledge of the pressure distribution at any time determines the geostrophic
wind. It should be kept clearly in mind that (2.23) always defines the geostrophic
wind, but only for large-scale motions away from the equator should the geostrophic
wind be used as an approximation to the actual horizontal wind field. For the scales
used in Table 2.1 the geostrophic wind approximates the true horizontal velocity
to within 10-15% in midlatitudes.

2.4.2 Approximate Prognostic Equations; the Rossby Number

To obtain prediction equations it is necessary to retain the acceleration (term A) in
(2.19) and (2.20). The resulting approximate horizontal momentum equations are

Du _ _ lap _ B

=l f(v vg) (2.24)
Dv _ 1dp _
b =S gy =) .

where (2.23) is used to rewrite the pressure gradient force in terms of the geostrophic
wind. Because the acceleration terms in (2.24) and (2.25) are proportional to the
difference between the actual wind and the geostrophic wind, they are about an
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order of magnitude smaller than the Coriolis force and the pressure gradient force
in agreement with our scale analysis. The fact that the horizontal flow is in approx-
imate geostrophic balance is helpful for diagnostic analysis. However, it makes
actual applications of these equations in weather prognosis difficult because accel-
eration (which must be measured accurately) is given by the small difference
between two large terms. Thus, a small error in measurement of either velocity or
pressure gradient will lead to very large errors in estimating the acceleration. This
problem is discussed in some detail in Chapter 13.

A convenient measure of the magnitude of the acceleration compared to the
Coriolis force may be obtained by forming the ratio of the characteristic scales
for the acceleration and the Coriolis force terms: (U2/L)/( foU). This ratio is a
nondimensional number called the Rossby number after the Swedish meteorologist
C. G. Rossby (1898-1957) and is designated by

Ro=U/(foL)

Thus, the smallness of the Rossby number is a measure of the validity of the
geostrophic approximation.

2.4.3 The Hydrostatic Approximation

A similar scale analysis can be applied to the vertical component of the momentum
equation (2.21). Because pressure decreases by about an order of magnitude from
the ground to the tropopause, the vertical pressure gradient may be scaled by Py/H,
where P, is the surface pressure and H is the depth of the troposphere. The terms in
(2.21) may then be estimated for synoptic scale motions and are shown in Table 2.2.
As with the horizontal component equations, we consider motions centered at 45°
latitude and neglect friction. The scaling indicates that to a high degree of accuracy
the pressure field is in hydrostatic equilibrium; that is, the pressure at any point is
simply equal to the weight of a unit cross-section column of air above that point.

The above analysis of the vertical momentum equation is, however, somewhat
misleading. It is not sufficient to show merely that the vertical acceleration is small
compared to g. Because only that part of the pressure field that varies horizontally
is directly coupled to the horizontal velocity field, it is actually necessary to show
that the horizontally varying pressure component is itself in hydrostatic equilibrium
with the horizontally varying density field. To do this it is convenient to first define a

Table 2.2 Scale Analysis of the Vertical Momentum Equation

z-Eq. Dw/Dt —2Qucos¢ —w?+ v2)/a = —pflap/Bz —-g +F;2
Scales ~ UW/L foU U?/a Po/(pH) g VWH?2
ms~2 1077 1073 1075 10 10 1071
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standard pressure pg(z), which is the horizontally averaged pressure at each height,
and a corresponding standard density pg(z), defined so that pg(z) and py(z) are in
exact hydrostatic balance:

———=-g (2.26)
We may then write the total pressure and density fields as

px, v, z,t) = po(2) + p'(x, y, z, 1)

, (2.27)
px, y,z,t) = po(2) + p'(x, y, z, 1)

where p’ and p’ are deviations from the standard values of pressure and density.
For an atmosphere at rest, p’ and p’ would thus be zero. Using the definitions of
(2.26) and (2.27) and assuming that p’/ pg is much less than unity in magnitude so
that (oo + o))~ = py ! (1 =p’/po), we find that

1dp 1 d ,
__r _ o= - 0~ + _
b9z £ Tmamaz TP E 02%)
_L[pdpp p'] 17, n ap’ '
polpodz  0z] " po 787 8z
For synoptic scale motions, the terms in (2.28) have the magnitudes
1 ap/ 3P !
_l ~ |:_:| ~ 10_11’1’1 S—Z’ P& ~ lo—lm S—2
po 0z poH £0

Comparing these with the magnitudes of other terms in the vertical momentum
equation (Table 2.2), we see that to a very good approximation the perturbation
pressure field is in hydrostatic equilibrium with the perturbation density field so that

/
—+pg=0 (2.29)
0z
Therefore, for synoptic scale motions, vertical accelerations are negligible and
the vertical velocity cannot be determined from the vertical momentum equation.
However, we show in Chapter 3 that it is, nevertheless, possible to deduce the
vertical motion field indirectly.

2.5 THE CONTINUITY EQUATION

We turn now to the second of the three fundamental conservation principles, con-
servation of mass. The mathematical relationship that expresses conservation of
mass for a fluid is called the continuity equation. This section develops the con-
tinuity equation using two alternative methods. The first method is based on an
Eulerian control volume, whereas the second is based on a Lagrangian control
volume.
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2.5.1 An Eulerian Derivation

We consider a volume element §x §y §z that is fixed in a Cartesian coordinate
frame as shown in Fig. 2.5. For such a fixed control volume the net rate of mass
inflow through the sides must equal the rate of accumulation of mass within the
volume. The rate of inflow of mass through the left-hand face per unit area is

a ( )(Sx
u— —~(pu)—
P ax P 2
whereas the rate of outflow per unit area through the right-hand face is
+ L
u+ —(pu)—
P ox P 2

Because the area of each of these faces is §ydz, the net rate of flow into the
volume due to the x velocity component is

0 Sx 0 Sx
- — — | 8yéz — — — | 8y8
[pu 8x(pu) 2} ¥z [pqu 8x(pu) 2} ¥z
]
= ——(pu)dxdydz
ox

Similar expressions obviously hold for the y and z directions. Thus, the net rate of
mass inflow is

0 B bl
_ [a(ﬂ)u) + 5(;011) + g(pw)] 3x8ydz

b | ) Sx
: 5 _:>pu+ax(pu)2
: 4
)8

s Sy

X

Fig. 2.5 Mass inflow into a fixed (Eulerian) control volume due to motion parallel to the x axis.
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and the mass inflow per unit volume is just —V « (pU), which must equal the rate
of mass increase per unit volume. Now the increase of mass per unit volume is just
the local density change dp / dt.Therefore,

0
8—‘; FVe(pU)=0 (2.30)
Equation (2.30) is the mass divergence form of the continuity equation.
An alternative form of the continuity equation is obtained by applying the vector
identity
Ve(pU) =pVeU+UVp

and the relationship

to get
-2 4+V.U= 2.31)

Equation (2.31) is the velocity divergence form of the continuity equation. It states
that the fractional rate of increase of the density following the motion of an air parcel
is equal to minus the velocity divergence. This should be clearly distinguished from
(2.30), which states that the local rate of change of density is equal to minus the
mass divergence.

2.5.2 A Lagrangian Derivation

The physical meaning of divergence can be illustrated by the following alternative
derivation of (2.31). Consider a control volume of fixed mass § M that moves with
the fluid. Letting 8/ = 8x §ydzbe the volume, we find that because M = péV =
p8x8ydz is conserved following the motion, we can write

1 D 1 D 1 Dp 1 D

M) = —— =8V = -ZL 4 — Zsr)=0 232
i1 i M = S5 5 PO = Dt sy o ©F) 2.32)
but
: D(5V)— : D(3)+ ] D(5)+1 D(S)
sV Dt T sk D Ty ot T 52 i F

Referring to Fig. 2.6, we see that the faces of the control volume in the y, z
plane (designated A and B) are advected with the flow in the x direction at speeds
uy = Dx/Dt and up = D(x + 8x)/ Dt, respectively. Thus, the difference
in speeds of the two faces is 6u = up —uy = D(x + 6x)/Dt — Dx/Dt or
du = D(éx) /Dt. Similarly, v = D(6y)/ Dt and w = D(6z)/ Dt. Therefore,

4T V.U
8x+8y+82

. 1 D
lim |——@V)| =2
8x,8y,6z—0

_ Ju ov ow
8V Dt -
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un j ug

et e
Up 3t up dt

Fig.2.6 Change in Lagrangian control volume (shown by shading) due to fluid motion parallel to the
X axis.

so that in the limit §V — 0, (2.32) reduces to the continuity equation (2.31); the
divergence of the three-dimensional velocity field is equal to the fractional rate of
change of volume of a fluid parcel in the limit 677 — 0. It is left as a problem for
the student to show that the divergence of the horizontal velocity field is equal to
the fractional rate of change of the horizontal area § 4 of a fluid parcel in the limit
84 — 0.

2.5.3 Scale Analysis of the Continuity Equation

Following the technique developed in Section 2.4.3, and again assuming that

| o / p0| <« 1, we can approximate the continuity equation (2.31) as

1 [9p w dpg

—[—+UeVp | +——+V.U=0

P < a1 g ) po dz (2.33)
B C

where p’ designates the local deviation of density from its horizontally averaged

value, po (z). For synoptic scale motions p’/pp ~ 1072 so that using the charac-
teristic scales given in Section 2.4 we find that term A has magnitude

1 (ap' ‘U
—(a—i +U-vp’> ~ P22 ~q077s !
P0

For motions in which the depth scale H is comparable to the density scale height,
dln po/dz ~ H~! so that term B scales as

dpo W
WA 2~ 10767
po dz H

Expanding term C in Cartesian coordinates, we have

_ u ov ow

VeU=—+ — 4+ —
8x+3y+ 0z
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For synoptic scale motions the terms du / dx and dv / dy tend to be of equal mag-
nitude but opposite sign. Thus, they tend to balance so that

bu 0 U
(—” + —v> ~ 10712 & 107657

ax  Jy L
and in addition
ow w —6 —1
— ~ —==10""s
0z H

Thus, terms B and C are each an order of magnitude greater than term A, and to a
first approximation, terms B and C balance in the continuity equation. To a good
approximation then

o L npe) =0
JE— J— — w— _—
ox 3y | 9z o

or, alternatively, in vector form

Thus for synoptic scale motions the mass flux computed using the basic state den-
sity pg is nondivergent. This approximation is similar to the idealization of incom-
pressibility, which is often used in fluid mechanics. However, an incompressible
fluid has density constant following the motion:

Dp_
Dt

Thus by (2.31) the velocity divergence vanishes (V « U = 0) in an incompressible
fluid, which is not the same as (2.34). Our approximation (2.34) shows that for
purely horizontal flow the atmosphere behaves as though it were an incompressible
fluid. However, when there is vertical motion the compressibility associated with
the height dependence of py must be taken into account.

2.6 THE THERMODYNAMIC ENERGY EQUATION

We now turn to the third fundamental conservation principle, the conservation of
energy as applied to a moving fluid element. The first law of thermodynamics is
usually derived by considering a system in thermodynamic equilibrium, that is,
a system that is initially at rest and after exchanging heat with its surroundings
and doing work on the surroundings is again at rest. For such a system the first
law states that the change in internal energy of the system is equal to the differ-
ence between the heat added to the system and the work done by the system.
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A Lagrangian control volume consisting of a specified mass of fluid may be
regarded as a thermodynamic system. However, unless the fluid is at rest, it will not
be in thermodynamic equilibrium. Nevertheless, the first law of thermodynamics
still applies. To show that this is the case, we note that the total thermodynamic
energy of the control volume is considered to consist of the sum of the internal
energy (due to the kinetic energy of the individual molecules) and the kinetic
energy due to the macroscopic motion of the fluid. The rate of change of this total
thermodynamic energy is equal to the rate of diabatic heating plus the rate at which
work is done on the fluid parcel by external forces.

If we let e designate the internal energy per unit mass, then the total thermody-
namic energy contained in a Lagrangian fluid element of density p and volume §V
is ple + (1/2)U « U] §V. The external forces that act on a fluid element may be
divided into surface forces, such as pressure and viscosity, and body forces, such
as gravity or the Coriolis force. The rate at which work is done on the fluid element
by the x component of the pressure force is illustrated in Fig. 2.7. Recalling that
pressure is a force per unit area and that the rate at which a force does work is
given by the dot product of the force and velocity vectors, we see that the rate at
which the surrounding fluid does work on the element due to the pressure force on
the two boundary surfaces in the y, z plane is given by

(pu) 48y8z — (pu)péydz
(The negative sign is needed before the second term because the work done on the

fluid element is positive if u is negative across face B.) Now by expanding in a
Taylor series we can write

d
(pu)p = (pu)4 + |:8—(pu)] Sx + ...
x A

(puly == ! (-pu)g
I

s 3y

X

Fig. 2.7 Rate of working on a fluid element due to the x component of the pressure force.
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Thus the net rate at which the pressure force does work due to the x component
of motion is

3
[(pu)4 — (pu)p)oydz = — [a—(pu)} sV
X A

where §V = §x8yéz.
Similarly, we can show that the net rates at which the pressure force does work
due to the y and z components of motion are

— [i(pv)i| 6V and — [i(pw)i| sV
ay 0z

respectively. Hence, the total rate at which work is done by the pressure force is
simply
=V« (pU)éV

The only body forces of meteorological significance that act on an element of mass
in the atmosphere are the Coriolis force and gravity. However, because the Coriolis
force, —22 x U, is perpendicular to the velocity vector, it can do no work. Thus
the rate at which body forces do work on the mass element is just p g « U §V.

Applying the principle of energy conservation to our Lagrangian control volume
(neglecting effects of molecular viscosity), we thus obtain

D 1
o |:,0 (e+ 5U-U) SV} = —Ve(pU)SV + pg s USV + pJSV  (2.35)

Here J is the rate of heating per unit mass due to radiation, conduction, and latent
heat release. With the aid of the chain rule of differentiation we can rewrite (2.35) as

sv 2 (et luou) 4 (e tu.u) 22D
— e —Ue e —Ue
PO" by 2 2 Dt (2.36)

=—UeVpsV — pVeUSV — pgwdV + pJ sV

where we have used g = —gk. Now from (2.32) the second term on the left in
(2.36) vanishes so that

De D
p—-l—p—(—U-U)=—Uon—pV-U—pgw+pJ (2.37)

This equation can be simplified by noting that if we take the dot product of U with
the momentum equation (2.8) we obtain (neglecting friction)

D /1
— (-U.U)=-U.Vp— 2.38
oy <2 > p—pgw (2.38)
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Subtracting (2.38) from (2.37), we obtain
p— =—pVeU+ pJ (2.39)

The terms in (2.37) that were eliminated by subtracting (2.38) represent the balance
of mechanical energy due to the motion of the fluid element; the remaining terms
represent the thermal energy balance.

Using the definition of geopotential (1.15), we have

Dz DO
w = —_— = —
S8 T D
so that (2.38) can be rewritten as
D 1U U+®)=-U.V (2.40)
i \2 - P ’

which is referred to as the mechanical energy equation. The sum of the kinetic
energy plus the gravitational potential energy is called the mechanical energy. Thus
(2.40) states that following the motion, the rate of change of mechanical energy
per unit volume equals the rate at which work is done by the pressure gradient
force.

The thermal energy equation (2.39) can be written in more familiar form by
noting from (2.31) that

1 1 Dp  Da

p2 Dt Dt
and that for dry air the internal energy per unit mass is given by e = ¢, T, where
(=717 kg_l K1) is the specific heat at constant volume. We then obtain

o+ pt = g (2.41)

which is the usual form of the thermodynamic energy equation. Thus the first law
of thermodynamics indeed is applicable to a fluid in motion. The second term
on the left, representing the rate of working by the fluid system (per unit mass),
represents a conversion between thermal and mechanical energy. This conversion
process enables the solar heat energy to drive the motions of the atmosphere.

2.7 THERMODYNAMICS OF THE DRY ATMOSPHERE

Taking the total derivative of the equation of state (1.14), we obtain

Doe+ Dp_RDT
P T T VDt
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Substituting for pDer/ Dt in (2.41) and using ¢, = ¢y + R, where ¢, (= 1004 J
kg~! K1) is the specific heat at constant pressure, we can rewrite the first law of
thermodynamics as
DT Dp
Cp—— —a—— =
Dt Dt
Dividing through by 7' and again using the equation of state, we obtain the entropy
form of the first law of thermodynamics:

J (2.42)

J
=0 (2.43)

Equation (2.43) gives the rate of change of entropy per unit mass following the
motion for a thermodynamically reversible process. A reversible process is one in
which a system changes its thermodynamic state and then returns to the original
state without changing its surroundings. For such a process the entropy s defined
by (2.43) is a field variable that depends only on the state of the fluid. Thus Ds is
a perfect differential, and Ds/ Dt is to be regarded as a total derivative. However,
“heat” is not a field variable, so that the heating rate J is not a total derivative.?

2.7.1 Potential Temperature

For an ideal gas undergoing an adiabatic process (i.e., areversible process in which
no heat is exchanged with the surroundings), the first law of thermodynamics can
be written in differential form as

c¢pDInT —RDInp=D(c,InT —RInp) =0

Integrating this expression from a state at pressure p and temperature 7 to a state
in which the pressure is py and the temperature is 6, we obtain after taking the
antilogarithm

0 =T (ps/ )"/ (2.44)

This relationship is referred to as Poisson’s equation, and the temperature 6 defined
by (2.44) is called the potential temperature. 6 is simply the temperature that a
parcel of dry air at pressure p and temperature 7" would have if it were expanded or
compressed adiabatically to a standard pressure p, (usually taken to be 1000 hPa).
Thus, every air parcel has a unique value of potential temperature, and this value
is conserved for dry adiabatic motion. Because synoptic scale motions are approx-
imately adiabatic outside regions of active precipitation, 6 is a quasi-conserved
quantity for such motions.

2 For a discussion of entropy and its role in the second law of thermodynamics, see Curry and
Webster (1999), for example.
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Taking the logarithm of (2.44) and differentiating, we find that

DIn6 DInT Dlnp
cp =cp —R (2.45)
Dt Dt Dt
Comparing (2.43) and (2.45), we obtain
DIné J Ds
— = (2.46)

c === —
)Y, T Dt

Thus, for reversible processes, fractional potential temperature changes are indeed
proportional to entropy changes. A parcel that conserves entropy following the
motion must move along an isentropic (constant 0) surface.

2.7.2 The Adiabatic Lapse Rate

A relationship between the lapse rate of temperature (i.e., the rate of decrease of
temperature with respect to height) and the rate of change of potential tempera-
ture with respect to height can be obtained by taking the logarithm of (2.44) and
differentiating with respect to height. Using the hydrostatic equation and the ideal
gas law to simplify the result gives

796 OT g
=+ = (2.47)
0 oz 0z ¢p
For an atmosphere in which the potential temperature is constant with respect to
height, the lapse rate is thus
dT
E_f_p, (2.48)
dz c¢cp
Hence, the dry adiabatic lapse rate is approximately constant throughout the lower
atmosphere.

2.7.3 Static Stability

If potential temperature is a function of height, the atmospheric lapse rate, ' =
—dT/0z, will differ from the adiabatic lapse rate and

T

=I,;,—-T 2.49
e d (2.49)

IfI' < I'y so that 6 increases with height, an air parcel that undergoes an adiabatic
displacement from its equilibrium level will be positively buoyant when displaced
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downward and negatively buoyant when displaced upward so that it will tend to
return to its equilibrium level and the atmosphere is said to be statically stable or
stably stratified.

Adiabatic oscillations of a fluid parcel about its equilibrium level in a stably
stratified atmosphere are referred to as buoyancy oscillations. The characteristic
frequency of such oscillations can be derived by considering a parcel that is dis-
placed vertically a small distance §z without disturbing its environment. If the
environment is in hydrostatic balance, pgg = —dpo/dz, where pg and pg are the
pressure and density of the environment. The vertical acceleration of the parcel is

Dw
Dt

D? 1dp

where p and p are the pressure and density of the parcel. In the parcel method it is
assumed that the pressure of the parcel adjusts instantaneously to the environmental
pressure during the displacement: p = pg. This condition must be true if the
parcel is to leave the environment undisturbed. Thus with the aid of the hydrostatic
relationship, pressure can be eliminated in (2.50) to give

D? 00— P 0
= _(8§2) = =o— 2.51
th(Z) g( p ) &% (2.51)

where (2.44) and the ideal gas law have been used to express the buoyancy force
in terms of potential temperature. Here 6 designates the deviation of the potential
temperature of the parcel from its basic state (environmental) value 6y(z). If the
parcel is initially at level z = O where the potential temperature is 6y (0), then for a
small displacement 6z we can represent the environmental potential temperature as

60(8z) ~ 0)(0) + (dbp/dz) bz

If the parcel displacement is adiabatic, the potential temperature of the parcel is
conserved. Thus, 8(8z) = 6y(0) — 09(5z) = —(d6y/dz)Sz, and (2.51) becomes

D2
D—tz(az) = —N?5z (2.52)
where J1ne
n oo
N? =
£ dz

is a measure of the static stability of the environment. Equation (2.52) has a general
solution of the form 8z = A exp(iNt). Therefore, if N> > 0, the parcel will oscillate
about its initial level with a period t = 27/ N. The corresponding frequency N is
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the buoyancy frequency.? For average tropospheric conditions, N & 1.2x 107! s~!

so that the period of a buoyancy oscillation is about 8 min.

In the case of N = 0, examination of (2.52) indicates that no accelerating force
will exist and the parcel will be in neutral equilibrium at its new level. However,
if N2 < 0 (potential temperature decreasing with height) the displacement will
increase exponentially in time. We thus arrive at the familiar gravitational or static
stability criteria for dry air:

dbo/dz > 0 statically stable,
dbo/dz =0 statically neutral,
dby/dz <0 statically unstable.

On the synoptic scale the atmosphere is always stably stratified because any
unstable regions that develop are stabilized quickly by convective overturning.
For a moist atmosphere, the situation is more complicated and discussion of that
situation will be deferred until Chapter 11.

2.7.4 Scale Analysis of the Thermodynamic Energy Equation

If potential temperature is divided into a basic state 9y (z) and adeviation 6 (x, y, z, t)
so that the total potential temperature at any point is given by 6oy = 6y (z) +
0 (x, y, z, t), the first law of thermodynamics (2.46) can be written approximately
for synoptic scaling as

(2.53)

1 /00 00 a0 d1né J
w v
dz cpT

% Eﬁ-uaﬁ-va

where we have used the facts that for |0/6y| < 1,

d@/dz\ < deo/dz, and
In6;0; =1In[6p (1+6/60)] ~1n6p +6/60

Outside regions of active precipitation, diabatic heating is due primarily to net
radiative heating. In the troposphere, radiative heating is quite weak so that typi-
cally J / cp < 1°C d~! (except near cloud tops, where substantially larger cooling
can occur due to thermal emission by the cloud particles). The typical amplitude
of horizontal potential temperature fluctuations in a midlatitude synoptic system
(above the boundary layer) is 6 ~ 4°C. Thus,

T (00 n 00 L 00 oU
—+tu v
at dx ay

— ~— ~4°Cd!
8o L

3 Nis often referred to as the Brunt—Viisili frequency.
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The cooling due to vertical advection of the basic state potential temperature
(usually called the adiabatic cooling) has a typical magnitude of

T db (Tg —T) ~4°Cd”!
w —_—— = W — ~
6y dz d

where w ~ 1 cm s~ ! and 'y — T, the difference between dry adiabatic and actual
lapse rates, is ~ 4°C km~ L.

Thus, in the absence of strong diabatic heating, the rate of change of the per-
turbation potential temperature is equal to the adiabatic heating or cooling due to
vertical motion in the statically stable basic state, and (2.53) can be approximated as

a0 a0 a0 dbp
- —_ — =0 2.54
<3t+u8x+vay>+w (2.54)

Alternatively, if the temperature field is divided into a basic state 7p (z) and a devi-
ation T (x, y, z, 1), then since 6 /6 ~ T /Ty, (2.54) can be expressed to the same
order of approximation in terms of temperature as

aT aT oT
—tu—+v— | +wTg—T)~0 (2.55)
at ox ay

PROBLEMS

2.1. A ship is steaming northward at a rate of 10 km h~!.The surface pressure
increases toward the northwest at the rate of 5 Pakm™!. What is the pressure
tendency recorded at a nearby island station if the pressure aboard the ship
decreases at a rate of 100 Pa/3 h?

2.2. The temperature at a point 50 km north of a station is 3°C cooler than at the
station. If the wind is blowing from the northeast at 20 m s~! and the air is
being heated by radiation at the rate of 1°C h~!, what is the local temperature
change at the station?

2.3. Derive the relationship
2x (@2xr) =-Q°R

which was used in Eq. (2.7).

2.4. Derive the expression given in Eq. (2.13) for the rate of change of k following
the motion.

2.5. Suppose a 1-kg parcel of dry air is rising at a constant vertical velocity. If
the parcel is being heated by radiation at the rate of 10~ 'W kg ™!, what must
the speed of rise be to maintain the parcel at a constant temperature?
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2.6.

2.7.

2.8.

2.9.

2.10.

2.11.

2.12.

Derive an expression for the density p that results when an air parcel initially
at pressure p, and density pg expands adiabatically to pressure p.

An air parcel that has a temperature of 20°C at the 1000-hPa level is lifted
dry adiabatically. What is its density when it reaches the 500-hPa level?

Suppose an air parcel starts from rest at the 800-hPa level and rises vertically
to 500 hPa while maintaining a constant 1°C temperature excess over the
environment. Assuming that the mean temperature of the 800- to 500-hPa
layer is 260 K, compute the energy released due to the work of the buoyancy
force. Assuming that all the released energy is realized as kinetic energy of
the parcel, what will the vertical velocity of the parcel be at 500 hPa?

Show that for an atmosphere with an adiabatic lapse rate (i.e., constant
potential temperature) the geopotential height is given by

Z = Hy [1 - (P/po)R/c"]

where py is the pressure at Z =0and Hy = ¢, 0/go is the total geopotential
height of the atmosphere.

In the isentropic coordinate system (see Section 4.6), potential temperature is
used as the vertical coordinate. Because potential temperature in adiabatic
flow is conserved following the motion, isentropic coordinates are useful
for tracing the actual paths of travel of individual air parcels. Show that
the transformation of the horizontal pressure gradient force from z to 6
coordinates is given by

1
-V.p=VoM
o
where M = ¢, T + ® is the Montgomery streamfunction.

French scientists have developed a high-altitude balloon that remains at
constant potential temperature as it circles the earth. Suppose such a balloon
is in the lower equatorial stratosphere where the temperature is isothermal
at 200 K. If the balloon were displaced vertically from its equilibrium level
by a small distance §z it would tend to oscillate about the equilibrium level.
What is the period of this oscillation?

Derive the approximate thermodynamic energy equation (2.55) by using the
scaling arguments of Sections 2.4 and 2.7.

MATLAB EXERCISES

M2.1. The MATLAB script standard_T_p.m defines and plots the tempera-

ture and the lapse rate associated with the U.S. Standard Atmosphere as
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M2.2.

2 BASIC CONSERVATION LAWS

functions of height. Modify this script to compute the pressure and poten-
tial temperature and plot these in the same format used for temperature
and lapse rate. Hint: to compute pressure, integrate the hydrostatic equa-
tion from the surface upward in increments of §z. Show that if we define
a mean scale height for the layer between z and z + §z by letting H =
R[T (2) + T (z+82)]/(2g), then p(z+8z) = p(z)exp[-8z/H].
(Note that as you move upward layer by layer you must use the local
height-dependent value of H in this formula.)

The MATLAB script thermo_profile.m is a simple script to read in data
giving pressure and temperature for a tropical mean sounding. Run this
script to plot temperature versus pressure for data in the file tropical_
temp.dat. Use the hypsometric equation to compute the geopotential height
corresponding to each pressure level of the data file. Compute the cor-
responding potential temperature and plot graphs of the temperature and
potential temperature variations with pressure and with geopotential height.

Suggested References

Salby, Fundamentals of Atmospheric Physics, contains a thorough development of the basic conserva-
tion laws at the graduate level.

Pedlosky, Geophysical Fluid Dynamics, discusses the equations of motion for a rotating coordinate
system and has a thorough discussion of scale analysis at a graduate level.

Curry and Webster, Thermodynamics of Atmospheres and Oceans contains an excellent treatment of
atmospheric thermodynamics.



CHAPTER 3

Elementary Applications
of the Basic Equations

In addition to the geostrophic wind, which was discussed in Chapter 2, there
are other approximate expressions for the relationships among velocity, pressure,
and temperature fields, which are useful in the analysis of weather systems. These
are discussed most conveniently using a coordinate system in which pressure is
the vertical coordinate. Thus, before introducing the elementary applications of
the present chapter it is useful to present the dynamical equations in isobaric
coordinates.

3.1 BASIC EQUATIONS IN ISOBARIC COORDINATES

3.1.1 The Horizontal Momentum Equation

The approximate horizontal momentum equations (2.24) and (2.25) may be written
in vectorial form as

DV+fk A% 1V (3.1)
— xV=—— .
Dt o 7
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where V = iu + jv is the horizontal velocity vector. In order to express (3.1) in
isobaric coordinate form, we transform the pressure gradient force using (1.20)
and (1.21) to obtain

DV
o HkxV=-V,0 (3.2)

where V ,is the horizontal gradient operator applied with pressure held constant.
Because p is the independent vertical coordinate, we must expand the total
derivative as
D a Dx 0 Dy o Dp o

Di — o Diox  Diay  Diap
ad n d n d n ad
—tu—+v—+ow—
ot dx ay ap

(3.3)

Here w = Dp/ Dt (usually called the “omega” vertical motion) is the pressure
change following the motion, which plays the same role in the isobaric coordinate
system that w = Dz/ Dt plays in height coordinates.

From (3.2) we see that the isobaric coordinate form of the geostrophic relation-
ship is

fVe=kxV,® 34

One advantage of isobaric coordinates is easily seen by comparing (2.23) and
(3.4). In the latter equation, density does not appear. Thus, a given geopotential gra-
dient implies the same geostrophic wind at any height, whereas a given horizontal
pressure gradient implies different values of the geostrophic wind depending on
the density. Furthermore, if f is regarded as a constant, the horizontal divergence
of the geostrophic wind at constant pressure is zero:

V,eVy=0

3.1.2 The Continuity Equation

It is possible to transform the continuity equation (2.31) from height coordinates
to pressure coordinates. However, it is simpler to directly derive the isobaric form
by considering a Lagrangian control volume 6V = §x 8y 6z and applying the
hydrostaticequation §p = —pgdz(note that§p < 0) to express the volume element
as 8V = —éx8ydp/(pg). The mass of this fluid element, which is conserved
following the motion, is then M = p8V = —x8yép/g. Thus,

1 D D (x5
— My =8 = (2P
oM Dt éx8y8p Dt g
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After differentiating, using the chain rule, and changing the order of the differ-
ential operators we obtain'

1 Dx 1 Dy 1 Dp
—b| =)+l =)+—8|—=)=0
8x Dt 8y \ Dt dp \ Dt

Su v  Sw

S + g} + E =
Taking the limit §x, §y, 8p — 0 and observing that 8x and §y are evaluated at
constant pressure, we obtain the continuity equation in the isobaric system:

8u+8v +8a)_0 (3.5)
dx dy), p N '
This form of the continuity equation contains no reference to the density field

and does not involve time derivatives. The simplicity of (3.5) is one of the chief
advantages of the isobaric coordinate system.

or

3.1.3 The Thermodynamic Energy Equation

The first law of thermodynamics (2.42) can be expressed in the isobaric system by
letting Dp/ Dt = w and expanding DT/ Dt by using (3.3):
oT n oT n oT n oT J
—_— —_— v —_— _— —_ =
P\ T Ty T %) T
This may be rewritten as
aT oT oT J
il - — =S w=— 3.6
<8t +u8x+vay> pe Cp (36)
where, with the aid of the equation of state and Poisson’s equation (2.44), we have
RT 9T T 06
S)=—--—=—=— 3.7)
cpp Op 0 dp
which is the static stability parameter for the isobaric system. Using (2.49) and the
hydrostatic equation, (3.7) may be rewritten as

Sy, =0q-T)/pg

Thus, S, is positive provided that the lapse rate is less than dry adiabatic.
However, because density decreases approximately exponentially with height, S,
increases rapidly with height. This strong height dependence of the stability mea-
sure S, is a minor disadvantage of isobaric coordinates.

! From now on g will be regarded as a constant.
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3.2 BALANCED FLOW

Despite the apparent complexity of atmospheric motion systems as depicted on
synoptic weather charts, the pressure (or geopotential height) and velocity dis-
tributions in meteorological disturbances are actually related by rather simple
approximate force balances. In order to gain a qualitative understanding of the
horizontal balance of forces in atmospheric motions, we idealize by considering
flows that are steady state (i.e., time independent) and have no vertical component
of velocity. Furthermore, it is useful to describe the flow field by expanding the
isobaric form of the horizontal momentum equation (3.2) into its components in a
so-called natural coordinate system.

3.2.1 Natural Coordinates

The natural coordinate system is defined by the orthogonal set of unit vectors t, n,
and k. Unit vector t is oriented parallel to the horizontal velocity at each point; unit
vector n is normal to the horizontal velocity and is oriented so that it is positive
to the left of the flow direction; and unit vector k is directed vertically upward. In
this system the horizontal velocity may be written V= V't where V', the horizontal
speed, is a nonnegative scalar defined by V' = Ds/Dt, where s(x, y, t) is the
distance along the curve followed by a parcel moving in the horizontal plane. The
acceleration following the motion is thus

DV DVt DV Dt

- = =t—+V—=

Dt Dt Dt Dt

The rate of change of t following the motion may be derived from geometrical

considerations with the aid of Fig. 3.1:

5s |t

S = — = —— = |5t
[RI It

Here R is the radius of curvature following the parcel motion, and we have used
the fact that |t| = 1. By convention, R is taken to be positive when the center of
curvature is in the positive n direction. Thus, for R > 0, the air parcels turn toward
the left following the motion, and for R < 0O the air parcels turn toward the right
following the motion.

Noting that in the limit §s — 0, §tis directed parallel to n, the above relationship
yields Dt/Ds = n/R. Thus,

Dt  DtDs n

Dt DsDt R
and 5

DV DV ¥

et e S 3.8

D Yo TR (3-8)
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Fig. 3.1 Rate of change of the unit tangent vector t following the motion.

Therefore, the acceleration following the motion is the sum of the rate of change
of speed of the air parcel and its centripetal acceleration due to the curvature of
the trajectory. Because the Coriolis force always acts normal to the direction of
motion, its natural coordinate form is simply

—fkxV=—fVn

whereas the pressure gradient force can be expressed as
0P od
-V, o=—(t—+n—

o ( as * on )

The horizontal momentum equation may thus be expanded into the following
component equations in the natural coordinate system:

DV oD
= = (3.9)
Dt as
v + fV = 00 (3.10)
R ~ on ’

Equations (3.9) and (3.10) express the force balances parallel to and normal to
the direction of flow, respectively. For motion parallel to the geopotential height
contours, d®/ds = 0 and the speed is constant following the motion. If, in addi-
tion, the geopotential gradient normal to the direction of motion is constant along
a trajectory, (3.10) implies that the radius of curvature of the trajectory is also
constant. In that case the flow can be classified into several simple categories
depending on the relative contributions of the three terms in (3.10) to the net force
balance.
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3.2.2 Geostrophic Flow

Flow in a straight line (R — =+ o00) parallel to height contours is referred to
as geostrophic motion. In geostrophic motion the horizontal components of the
Coriolis force and pressure gradient force are in exact balance so that V' = V,,
where the geostrophic wind V', is defined by?

fVg=—0®/on @3.11)

This balance is indicated schematically in Fig. 3.2. The actual wind can be in
exact geostrophic motion only if the height contours are parallel to latitude circles.
As discussed in Section 2.4.1, the geostrophic wind is generally a good approxi-
mation to the actual wind in extratropical synoptic-scale disturbances. However,
in some of the special cases treated later this is not true.

3.2.3 Inertial Flow

If the geopotential field is uniform on an isobaric surface so that the horizontal
pressure gradient vanishes, (3.10) reduces to a balance between Coriolis force and
centrifugal force:

VI/R+ fV =0 (3.12)

Equation (3.12) may be solved for the radius of curvature

R=-V/f

$o-50

Co
®o

Fig. 3.2 Balance of forces for geostrophic equilibrium. The pressure gradient force is designated by
P and the Coriolis force by Co.

2 Note that although the actual speed V must always be positive in the natural coordinates, Vg ,
which is proportional to the height gradient normal to the direction of flow, may be negative, as in the
“anomalous” low shown in Fig. 3.5c.
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Since from (3.9), the speed must be constant in this case, the radius of curvature
is also constant (neglecting the latitudinal dependence of ). Thus the air parcels
follow circular paths in an anticyclonic sense.® The period of this oscillation is

2rR| 2w %day
V [fl Ising]

(3.13)

P is equivalent to the time that is required for a Foucault pendulum to turn through
an angle of 180°. Hence, it is often referred to as one-half pendulum day.

Because both the Coriolis force and the centrifugal force due to the relative
motion are caused by inertia of the fluid, this type of motion is traditionally referred
to as an inertial oscillation, and the circle of radius | R| is called the inertia circle.
It is important to realize that the “inertial flow” governed by (3.12) is not the same
as inertial motion in an absolute reference frame. The flow governed by (3.12)
is just the constant angular momentum oscillation referred to in Section 1.5.4. In
this flow the force of gravity, acting orthogonal to the plane of motion, keeps the
oscillation on a horizontal surface. In true inertial motion, all forces vanish and
the motion maintains a uniform absolute velocity.

In the atmosphere, motions are nearly always generated and maintained by
pressure gradient forces; the conditions of uniform pressure required for pure
inertial flow rarely exist. In the oceans, however, currents are often generated
by transient winds blowing across the surface, rather than by internal pressure
gradients. As a result, significant amounts of energy occur in currents that oscillate
with near inertial periods. An example recorded by a current meter near the island
of Barbados is shown in Fig. 3.3.

3.2.4 Cyclostrophic Flow

If the horizontal scale of a disturbance is small enough, the Coriolis force may
be neglected in (3.10) compared to the pressure gradient force and the centrifugal
force. The force balance normal to the direction of flow is then

y2 9D

R on

If this equation is solved for V', we obtain the speed of the cyclostrophic wind

9D 1/2
V=-rR— (3.14)
(~*3)

3 Anticyclonic flow is a clockwise rotation in the Northern Hemisphere and counterclockwise in the
Southern Hemisphere. Cyclonic flow has the opposite sense of rotation in each hemisphere.
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Fig.3.3 Power spectrum of kinetic energy at 30-m depth in the ocean near Barbados (13°N). Ordinate
shows kinetic energy density per unit frequency interval (cph_1 designates cycles per hour).
This type of plot indicates the manner in which the total kinetic energy is partitioned among
oscillations of different periods. Note the strong peak at 53 h, which is the period of an inertial
oscillation at 13° latitude. [After Warsh et al., (1971.) Reproduced with permission of the
American Meteorological Society.]

As indicated in Fig. 3.4, cyclostrophic flow may be either cyclonic or anticy-
clonic. In both cases the pressure gradient force is directed toward the center of
curvature, and the centrifugal force away from the center of curvature.

The cyclostrophic balance approximation is valid provided that the ratio of the
centrifugal force to the Coriolis force is large. This ratio V/(fR) is equivalent to
the Rossby number discussed in Section 2.4.2. As an example of cyclostrophic
scale motion we consider a typical tornado. Suppose that the tangential velocity is
30 ms~! at a distance of 300 m from the center of the vortex. Assuming that f =
10~* s~!, the Rossby number is just Ro = ¥ /| fR| ~ 103, which implies that the
Coriolis force can be neglected in computing the balance of forces for a tornado.
However, the majority of tornadoes in the Northern Hemisphere are observed to
rotate in a cyclonic (counterclockwise) sense. This is apparently because they
are embedded in environments that favor cyclonic rotation (see Section 9.6.1).
Smaller scale vortices, however, such as dust devils and water spouts, do not have
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v
P Ce
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Fig. 3.4 Force balance in cyclostrophic flow: R>0,=— <0
P designates the pressure gradient and dn
Ce the centrifugal force.
P Ce
(T o s—
v
0®
R<O, Bn >0
n

a preferred direction of rotation. According to data collected by Sinclair (1965),
they are observed to be anticyclonic as often as cyclonic.

3.2.5 The Gradient Wind Approximation

Horizontal frictionless flow that is parallel to the height contours so that the tan-
gential acceleration vanishes (DV /Dt = 0) is called gradient flow. Gradient flow
is a three-way balance among the Coriolis force, the centrifugal force, and the hor-
izontal pressure gradient force. Like geostrophic flow, pure gradient flow can exist
only under very special circumstances. It is always possible, however, to define
a gradient wind, which at any point is just the wind component parallel to the
height contours that satisfies (3.10). For this reason, (3.10) is commonly referred
to as the gradient wind equation. Because (3.10) takes into account the centrifugal
force due to the curvature of parcel trajectories, the gradient wind is often a better
approximation to the actual wind than the geostrophic wind.
The gradient wind speed is obtained by solving (3.10) for V to yield

y=-—_1"4 - R—
2 4 an

R
__JR,
2

fR <f2R2 aq>>1/2

2 p2 12
<_f4R +fRVg> (3.15)
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where in the lower expression (3.11) is used to express d®/dn in terms of the
geostrophic wind.

Not all the mathematically possible roots of (3.15) correspond to physically
possible solutions, as it is required that /' be real and nonnegative. In Table 3.1
the various roots of (3.15) are classified according to the signs of R and 0®/dn in
order to isolate the physically meaningful solutions

The force balances for the four permitted solutions are illustrated in Fig. 3.5.
Equation (3.15) shows that in cases of both regular and anomalous highs the
pressure gradient is limited by the requirement that the quantity under the radical
be nonnegative; that is,

2
= ‘3_@ < & (3.16)
on

v
v ;

Thus, the pressure gradient in a high must approach zero as |R| — 0. It is for
this reason that the pressure field near the center of a high is always flat and the
wind gentle compared to the region near the center of a low.

The absolute angular momentum about the axis of rotation for the circularly
symmetric motions shown in Fig. 3.5 is given by V' R + f R?/2. From (3.15) it is
verified readily that regular gradient wind balances have positive absolute angular
momentum in the Northern Hemisphere, whereas anomalous cases have negative
absolute angular momentum. Because the only source of negative absolute angular
momentum is the Southern Hemisphere, the anomalous cases are unlikely to occur
except perhaps close to the equator.

In all cases except the anomalous low (Fig. 3.5¢) the horizontal components
of the Coriolis and pressure gradient forces are oppositely directed. Such flow is

Table 3.1 Classification of Roots of the Gradient Wind Equation in the Northern Hemisphere

Sign 9d/on R>0 R<0
Positive Positive root:* unphysical Positive root: antibaric flow
Vg <0) (anomalous low)
Negative root: unphysical Negative root: unphysical
Negative Positive root: cyclonic flow Positive root: (V' > — fR/2):
Vg >0) (regular low) anticyclonic flow (anomalous
high)
Negative root: unphysical Negative root: (V' < — fR/2):
anticyclonic flow (regular
high)

9The terms “positive root” and “negative root” in columns 2 and 3 refer to the sign taken in the final
term in Eq. (3.15).
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Fig. 3.5 Force balances in the Northern Hemisphere for the four types of gradient flow: (a) regular
low (b) regular high (c) anomalous low (d) anomalous high.

called baric. The anomalous low is antibaric; the geostrophic wind V', defined in
(3.11) is negative for an anomalous low and is clearly not a useful approximation to
the actual speed.* Furthermore, as shown in Fig. 3.5, gradient flow is cyclonic only
when the centrifugal force and the horizontal component of the Coriolis force have
the same sense (Rf > 0); it is anticyclonic when these forces have the opposite
sense (Rf < 0). Since the direction of anticyclonic and cyclonic flow is reversed
in the Southern Hemisphere, the requirement that R f > 0 for cyclonic flow holds
regardless of the hemisphere considered.

The definition of the geostrophic wind (3.11) can be used to rewrite the force
balance normal to the direction of flow (3.10) in the form

VZ/R+ fV — fVy=0

Dividing through by fV shows that the ratio of the geostrophic wind to the
gradient wind is

Vg—1+ r (3.17)
2 fR ’

For normal cyclonic flow (fR > 0), V4 is larger than V', whereas for anticy-
clonic flow (fR < 0), V' is smaller than V. Therefore, the geostrophic wind is an

4 Remember that in the natural coordinate system the speed V is positive definite.
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overestimate of the balanced wind in a region of cyclonic curvature and an under-
estimate in a region of anticyclonic curvature. For midlatitude synoptic systems,
the difference between gradient and geostrophic wind speeds generally does not
exceed 10-20%. [Note that the magnitude of V' /( f'R) is just the Rossby number.]
For tropical disturbances, the Rossby number is in the range of 1-10, and the gra-
dient wind formula must be applied rather than the geostrophic wind. Equation
(3.17) also shows that the antibaric anomalous low, which has V', < 0, can exist
only when V' /(fR) < —1. Thus, antibaric flow is associated with small-scale
intense vortices such as tornadoes.

3.3 TRAJECTORIES AND STREAMLINES

In the natural coordinate system used in the previous section to discuss balanced
flow, s(x, y, t) was defined as the distance along the curve in the horizontal plane
traced out by the path of an air parcel. The path followed by a particular air parcel
over a finite period of time is called the trajectory of the parcel. Thus, the radius
of curvature R of the path s referred to in the gradient wind equation is the radius
of curvature for a parcel trajectory. In practice, R is often estimated by using the
radius of curvature of a geopotential height contour, as this can be estimated easily
from a synoptic chart. However, the height contours are actually streamlines of
the gradient wind (i.e., lines that are everywhere parallel to the instantaneous wind
velocity).

It is important to distinguish clearly between streamlines, which give a “snap-
shot” of the velocity field at any instant, and trajectories, which trace the motion
of individual fluid parcels over a finite time interval. In Cartesian coordinates,
horizontal trajectories are determined by the integration of

i (3.18)
— =V(x, .
Dt d

over a finite time span for each parcel to be followed, whereas streamlines are

determined by the integration of

dy _ v(x, y, )

= 3.19
dx u(x, y, to) ( )

with respect to x at time 7. (Note that since a streamline is parallel to the velocity
field, its slope in the horizontal plane is just the ratio of the horizontal velocity
components.) Only for steady-state motion fields (i.e., fields in which the local
rate of change of velocity vanishes) do the streamlines and trajectories coincide.
However, synoptic disturbances are not steady-state motions. They generally move
at speeds of the same order as the winds that circulate about them. In order to
gain an appreciation for the possible errors involved in using the curvature of
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Fig. 3.6 Relationship between the change in angular direction of the wind §8 and the radius of
curvature R.

the streamlines instead of the curvature of the trajectories in the gradient wind
equation, it is necessary to investigate the relationship between the curvature of
the trajectories and the curvature of the streamlines for a moving pressure system.
We let B(x, y, t) designate the angular direction of the wind at each point on an
isobaric surface, and R; and R, designate the radii of curvature of the trajectories
and streamlines, respectively. Then, from Fig. 3.6, s = R B so that in the limit
és —> 0
D—ﬁ = L and % = i (3.20)
Ds R; 0s Ry
where DB/ Ds means the rate of change of wind direction along a trajectory (posi-
tive for counterclockwise turning) and 983/ds is the rate of change of wind direction
along a streamline at any instant. Thus, the rate of change of wind direction fol-

lowing the motion is
DB DBDs V

= = — (3.21)
Dt Ds Dt Ry
or, after expanding the total derivative,
D 0 a d vV
Db _ 9 V—'B _¥ LT (3.22)

Dt~ 9t ds ot R,

Combining (3.21) and (3.22), we obtain a formula for the local turning of the
wind:
2B 1 1
— =V |- - — (3.23)
ot R, R

Equation (3.23) indicates that the trajectories and streamlines will coincide only
when the local rate of change of the wind direction vanishes.
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In general, midlatitude synoptic systems move eastward as a result of advection
by upper level westerly winds. In such cases there is a local turning of the wind
due to the motion of the system even if the shape of the height contour pattern
remains constant as the system moves. The relationship between R; and Ry in
such a situation can be determined easily for an idealized circular pattern of height
contours moving at a constant velocity C. In this case the local turning of the wind
is entirely due to the motion of the streamline pattern so that

0 0 C
B—’f =_C.Vﬁ=—C£cosy =—R—Scosy

where y is the angle between the streamlines (height contours) and the direction
of motion of the system. Substituting the above into (3.23) and solving for R; with
the aid of (3.20), we obtain the desired relationship between the curvature of the
streamlines and the curvature of the trajectories:

Ccosy)1 (3.24)

R = R <1 %

Equation (3.24) can be used to compute the curvature of the trajectory anywhere
on a moving pattern of streamlines. In Fig. 3.7 the curvatures of the trajectories for
parcels initially located due north, east, south, and west of the center of a cyclonic
system are shown both for the case of a wind speed greater than the speed of
movement of the height contours and for the case of a wind speed less than the
speed of movement of the height contours. In these examples the plotted trajectories
are based on a geostrophic balance so that the height contours are equivalent to
streamlines. It is also assumed for simplicity that the wind speed does not depend
on the distance from the center of the system. In the case shown in Fig. 3.7b there is
a region south of the low center where the curvature of the trajectories is opposite
that of the streamlines. Because synoptic-scale pressure systems usually move at
speeds comparable to the wind speed, the gradient wind speed computed on the
basis of the curvature of the height contours is often no better an approximation to
the actual wind speed than the geostrophic wind. In fact, the actual gradient wind
speed will vary along a height contour with the variation of the trajectory curvature.

3.4 THE THERMAL WIND

The geostrophic wind must have vertical shear in the presence of a horizontal
temperature gradient, as can be shown easily from simple physical considerations
based on hydrostatic equilibrium. Since the geostrophic wind (3.4) is proportional
to the geopotential gradient on an isobaric surface, a geostrophic wind directed
along the positive y axis that increases in magnitude with height requires that the
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Fig.3.7 Trajectories for moving circular cyclonic
circulation systems in the Northern
Hemisphere with (a) ¥V = 2C and (b)
2V = C. Numbers indicate positions
at successive times. The L designates a

1 pressure minimum.

(b)

slope of the isobaric surfaces with respect to the x axis also must increase with
height as shown in Fig. 3.8. According to the hypsometric Eq. (1.21), the thickness
8z corresponding to a pressure interval §p is

sz~ —g 'RTSInp (3.25)

Thus, the thickness of the layer between two isobaric surfaces is proportional
to the temperature in the layer. In Fig. 3.8 the mean temperature 77 of the column
denoted by 5z; must be less than the mean temperature 75 for the column denoted
by §z2. Hence, an increase with height of a positive x directed pressure gradient
must be associated with a positive x directed temperature gradient. The air in a
vertical column at x, because it is warmer (less dense), must occupy a greater
depth for a given pressure drop than the air at x;.
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Fig. 3.8 Relationship between vertical shear of the geostrophic wind and horizontal thickness
gradients. (Note that §p <0.)

Equations for the rate of change with height of the geostrophic wind compo-
nents are derived most easily using the isobaric coordinate system. In isobaric
coordinates the geostrophic wind (3.4) has components given by

109 d 109 (3.26)

Vg = ——— an Uy = ——— .

£ fox £ Sy

where the derivatives are evaluated with pressure held constant. Also, with the aid
of the ideal gas law we can write the hydrostatic equation as

ad RT
= g =-—— (3.27)
Ip p

Differentiating (3.26) with respect to pressure and applying (3.27), we obtain

dvg  dug R /0T
Pop S omp ‘7(%),, (328
p% _ ue _ R <£> (3.29)
p dlnp  f\ady/,
or in vectorial form
Ve _ —Ek xV,T (3.30)

dln p f
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Equation (3.30) is often referred to as the thermal wind equation. However, it
is actually a relationship for the vertical wind shear (i.e., the rate of change of the
geostrophic wind with respect to In p). Strictly speaking, the term thermal wind
refers to the vector difference between geostrophic winds at two levels. Designating
the thermal wind vector by V7, we may integrate (3.30) from pressure level pg to

level p; (p1 < po) to get

R Pi
V7 =V(p1) — Ve(po) = —7/ (kx V,T)dInp (3.31)
Po

Letting (7") denote the mean temperature in the layer between pressure py and
p1, the x and y components of the thermal wind are thus given by

R (9(T) po), R(am) <P0>
S (AR R (U DR (2 3.32
ur f(ay ),f‘(pl =G ), ) 6

Alternatively, we may express the thermal wind for a given layer in terms of the
horizontal gradient of the geopotential difference between the top and the bottom
of the layer:

19
=———(9; — Oyp); =——(® - 3.33
ur fay( 1 0); Ur fax( ! 0) (3.33)
The equivalence of (3.32) and (3.33) can be verified readily by integrating the
hydrostatic equation (3.27) vertically from pg to p; after replacing T by the mean
(T'). The result is the hypsometric equation (1.22):

@) — dg = gZr = R(T)In (@) (3.34)
p1

The quantity Zr is the thickness of the layer between pg and p; measured in units
of geopotential meters. From (3.34) we see that the thickness is proportional to the
mean temperature in the layer. Hence, lines of equal Zr (isolines of thickness) are
equivalent to the isotherms of mean temperature in the layer.

The thermal wind equation is an extremely useful diagnostic tool, which is often
used to check analyses of the observed wind and temperature fields for consistency.
It can also be used to estimate the mean horizontal temperature advection in a layer
as shown in Fig. 3.9. It is clear from the vector form of the thermal wind relation:

1 R
V= —Kk x V(& — D) = Sk x VZ; = —k x V(T)In <@> (3.35)
f f P

f

that the thermal wind blows parallel to the isotherms (lines of constant thickness)
with the warm air to the right facing downstream in the Northern Hemisphere.
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Fig. 3.9 Relationship between turning of geostrophic wind and temperature advection: (a) backing
of the wind with height and (b) veering of the wind with height.

Thus, as is illustrated in Fig. 3.9a, a geostrophic wind that turns counterclockwise
with height (backs) is associated with cold-air advection. Conversely, as shown in
Fig. 3.9b, clockwise turning (veering) of the geostrophic wind with height implies
warm advection by the geostrophic wind in the layer. It is therefore possible to
obtain a reasonable estimate of the horizontal temperature advection and its vertical
dependence at a given location solely from data on the vertical profile of the wind
given by a single sounding. Alternatively, the geostrophic wind at any level can be
estimated from the mean temperature field, provided that the geostrophic velocity
is known at a single level. Thus, for example, if the geostrophic wind at 850 hPa
is known and the mean horizontal temperature gradient in the layer 850-500 hPa
is also known, the thermal wind equation can be applied to obtain the geostrophic
wind at 500 hPa.

3.4.1 Barotropic and Baroclinic Atmospheres

A barotropic atmosphere is one in which the density depends only on the pressure,
p = p(p), so that isobaric surfaces are also surfaces of constant density. For
an ideal gas, the isobaric surfaces will also be isothermal if the atmosphere is
barotropic. Thus, V,T = 0 in a barotropic atmosphere, and the thermal wind
equation (3.30) becomes 9V,/0ln p = 0, which states that the geostrophic wind
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is independent of height in a barotropic atmosphere. Thus, barotropy provides a
very strong constraint on the motions in a rotating fluid; the large-scale motion
can depend only on horizontal position and time, not on height.

An atmosphere in which density depends on both the temperature and the pres-
sure, p = p(p, T), is referred to as a baroclinic atmosphere. In a baroclinic
atmosphere the geostrophic wind generally has vertical shear, and this shear is
related to the horizontal temperature gradient by the thermal wind equation (3.30).
Obviously, the baroclinic atmosphere is of primary importance in dynamic mete-
orology. However, as shown in later chapters, much can be learned by study of the
simpler barotropic atmosphere.

3.5 VERTICAL MOTION

As mentioned previously, for synoptic-scale motions the vertical velocity compo-
nent is typically of the order of a few centimeters per second. Routine meteoro-
logical soundings, however, only give the wind speed to an accuracy of about a
meter per second. Thus, in general the vertical velocity is not measured directly
but must be inferred from the fields that are measured directly.

Two commonly used methods for inferring the vertical motion field are the
kinematic method, based on the equation of continuity, and the adiabatic method,
based on the thermodynamic energy equation. Both methods are usually applied
using the isobaric coordinate system so that w(p) is inferred rather than w(z).
These two measures of vertical motion can be related to each other with the aid of
the hydrostatic approximation.

Expanding Dp/ Dt in the (x, y, z) coordinate system yields

Dp _dp ap
=—=—+4V.V — 3.36
=D " " p+w(az (3.36)
Now, for synoptic-scale motions, the horizontal velocity is geostrophic to a first
approximation. Therefore, we can write V = V4V, where V,, is the ageostrophic
wind and |[V,| < |Vg|. However, Vo = (pf )"k x V p, so that VoeVp =0.
Using this result plus the hydrostatic approximation, (3.36) may be rewritten as
ap
a)za—i-Va-Vp—gpw (3.37)
Comparing the magnitudes of the three terms on the right in (3.37), we find that
for synoptic-scale motions

dp/dt ~ 10 hPad™!
VyeVp~ (1 m sfl> (1 Pa knfl) ~ 1hPad™!
gpw ~ 100 hPad™!
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Thus, it is quite a good approximation to let

w=—pgw (3.38)

3.5.1 The Kinematic Method

One method of deducing the vertical velocity is based on integrating the conti-
nuity equation in the vertical. Integration of (3.5) with respect to pressure from a
reference level ps to any level p yields

Prou ov
w(P)=w(Ps)—/ (8_+3_> dp
Ps X y P

3.39
d(u)y 0(v) (3:39)
=op)+(ps=—p\ 75—+ 5~
X y/p
Here the angle brackets denote a pressure-weighted vertical average:
p
O=@-p" [ 0dp
Ps
With the aid of (3.38), the averaged form of (3.39) can be rewritten as
- 0 d
w(z) = LEIWE) Ps p( w <U>> (3.40)
p(2) p(2)g \ 9x ay

where z and z; are the heights of pressure levels p and pj, respectively.

Application of (3.40) to infer the vertical velocity field requires knowledge of the
horizontal divergence. In order to determine the horizontal divergence, the partial
derivatives du/dx and dv/dy are generally estimated from the fields of «# and v
by using finite difference approximations (see Section 13.3.1). For example, to
determine the divergence of the horizontal velocity at the point xg, )p in Fig. 3.10
we write

8_u+3_vNu(xo+d)—u(xo—d)+v(yo+d)—v(yo—d)
ax | ay 2d 2d

However, for synoptic-scale motions in midlatitudes, the horizontal velocity is
nearly in geostrophic equilibrium. Except for the small effect due to the variation of
the Coriolis parameter (see Problem 3.19), the geostrophic wind is nondivergent;
that is, du/dx and dv/dy are nearly equal in magnitude but opposite in sign. Thus,
the horizontal divergence is due primarily to the small departures of the wind from
geostrophic balance (i.e., the ageostrophic wind). A 10% error in evaluating one of
the wind components in (3.41) can easily cause the estimated divergence to be in
error by 100%. For this reason, the continuity equation method is not recommended
for estimating the vertical motion field from observed horizontal winds.

(3.41)
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® v(yo+d)
d
d
u(xg-d) e . ° ulxg+d) Fig. 3.10  Grid for estimation of the horizontal
(x0,Yo) divergence.
® v(yo-d)

3.5.2 The Adiabatic Method

A second method for inferring vertical velocities, which is not so sensitive to
errors in the measured horizontal velocities, is based on the thermodynamic energy
equation. If the diabatic heating J is small compared to the other terms in the heat
balance, (3.6) yields

ol AL (3.42)
w = —_— —_— V— B
ar " ax Uy

Because temperature advection can usually be estimated quite accurately in
midlatitudes by using geostrophic winds, the adiabatic method can be applied
when only geopotential and temperature data are available. A disadvantage of
the adiabatic method is that the local rate of change of temperature is required.
Unless observations are taken at close intervals in time, it may be difficult to
accurately estimate d7/d¢ over a wide area. This method is also rather inaccurate
in situations where strong diabatic heating is present, such as storms in which
heavy rainfall occurs over a large area. Chapter 6 presents an alternative method
for estimating w, based on the so-called omega equation, that does not suffer from
these difficulties.

3.6 SURFACE PRESSURE TENDENCY

The development of a negative surface pressure tendency is a classic warning of
an approaching cyclonic weather disturbance. A simple expression that relates the
surface pressure tendency to the wind field, and hence in theory might be used as
the basis for short-range forecasts, can be obtained by taking the limit p — 0 in
(3.39) to get

Ps
w(ps) = — / (VeV)dp (3.43)
0
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followed by substituting from (3.37) to yield

Ps

9

a’f ~ —/(V-V)dp (3.44)
0

Here we have assumed that the surface is horizontal so that wy = 0 and have
neglected advection by the ageostrophic surface velocity in accord with the scaling
arguments in Section 3.5.1.

According to (3.44), the surface pressure tendency at a given point is determined
by the total convergence of mass into the vertical column of atmosphere above
that point. This result is a direct consequence of the hydrostatic assumption, which
implies that the pressure at a point is determined solely by the weight of the column
of air above that point. Temperature changes in the air column will affect the heights
of upper level pressure surfaces, but not the surface pressure.

Although, as stated earlier, the tendency equation might appear to have potential
as a forecasting aid, its utility is severely limited due to the fact that, as discussed in
Section 3.5.1, V « V is difficult to compute accurately from observations because it
depends on the ageostrophic wind field. In addition, there is a strong tendency for
vertical compensation. Thus, when there is convergence in the lower troposphere
there is divergence aloft, and vice versa. The net integrated convergence or diver-
gence is then a small residual in the vertical integral of a poorly determined quantity.

Nevertheless, (3.44) does have qualitative value as an aid in understanding the
origin of surface pressure changes, and the relationship of such changes to the hori-
zontal divergence. This can be illustrated by considering (as one possible example)
the development of a thermal cyclone. We suppose that a heat source generates
a local warm anomaly in the midtroposphere (Fig. 3.11a). Then according to the
hypsometric equation (3.34), the heights of the upper level pressure surfaces are
raised above the warm anomaly, resulting in a horizontal pressure gradient force

<«—— High ——> -« High

—_— —

\
/
\
/

Sea level —
(a) (b)

Fig. 3.11 Adjustment of surface pressure to a midtropospheric heat source. Dashed lines indicate
isobars. (a) Initial height increase at upper level pressure surface. (b) Surface response to
upper level divergence.
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at the upper levels, which drives a divergent upper level wind. By (3.44) this upper
level divergence will initially cause the surface pressure to decrease, thus generat-
ing a surface low below the warm anomaly (Fig. 3.11b). The horizontal pressure
gradient associated with the surface low then drives a low-level convergence and
vertical circulation, which tends to compensate the upper level divergence. The
degree of compensation between upper divergence and lower convergence will
determine whether the surface pressure continues to fall, remains steady, or rises.

The thermally driven circulation of the above example is by no means the only
type of circulation possible (e.g., cold core cyclones are important synoptic-scale
features). However, it does provide insight into how dynamical processes at upper
levels are communicated to the surface and how the surface and upper troposphere
are dynamically connected through the divergent circulation. This subject is con-
sidered in detail in Chapter 6.

Equation (3.44) is a lower boundary condition that determines the evolution
of pressure at constant height. If the isobaric coordinate system of dynamical
equations (3.2), (3.5), (3.6), and (3.27) is used as the set of governing equations,
the lower boundary condition should be expressed in terms of the evolution of
geopotential (or geopotential height) at constant pressure. Such an expression can
be obtained simply by expanding D®/ Dt in isobaric coordinates

P P
— =—V,eVO —v—
at ap

and substituting from (3.27) and (3.43) to get

Ps
P RT,
P / (VeV)dp (3.45)
ot Ds

0

where we have again neglected advection by the ageostrophic wind.

In practice the boundary condition (3.45) is difficult to use because it should
be applied at pressure py, which is itself changing in time and space. In simple
models it is usual to assume that p, is constant (usually 1000 hPa) and to let
o = 0 at pg For modern forecast models, an alternative coordinate system is
generally employed in which the lower boundary is always a coordinate surface.
This approach is described in Section 10.3.1.

PROBLEMS

3.1. An aircraft flying a heading of 60° (i.e., 60° to the east of north) at air speed
200 m s~ moves relative to the ground due east (90°) at 225 m s~1.If the
plane is flying at constant pressure, what is its rate of change in altitude (in
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3.2.

3.3.

34.

3.5.

3.6.

3.7.

3.8.
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meters per kilometer horizontal distance) assuming a steady pressure field,
geostrophic winds, and f = 107%s71?

The actual wind is directed 30° to the right of the geostrophic wind. If the
geostrophic wind is 20 m s~!, what is the rate of change of wind speed? Let
f=10"*s"1.

A tornado rotates with constant angular velocity . Show that the surface
pressure at the center of the tornado is given by

P = Po€Xp YRT

where py is the surface pressure at a distance r( from the center and 7 is the
temperature (assumed constant). If the temperature is 288 K and pressure
and wind speed at 100 m from the center are 1000 hPa and 100 m s~!,
respectively, what is the central pressure?

Calculate the geostrophic wind speed (m s~!) on an isobaric surface for a
geopotential height gradient of 100 m per 1000 km and compare with all
possible gradient wind speeds for the same geopotential height gradient and
a radius of curvature of £ 500 km. Let f = 10~* s~ 1"

Determine the maximum possible ratio of the normal anticyclonic gradient
wind speed to the geostrophic wind speed for the same pressure gradient.

Show that the geostrophic balance in isothermal coordinates may be written
fVYe=Kkx V7 (RT In p+ &)

Determine the radii of curvature for the trajectories of air parcels located
500 km to the east, north, south, and west of the center of a circular low-

pressure system, respectively. The system is moving eastward at 15 m s,

Assume geostrophic flow with a uniform tangential wind speed of 15 ms™!.

Determine the normal gradient wind speeds for the four air parcels of Prob-
lem 3.7 using the radii of curvature computed in Problem 3.7 Compare
these speeds with the geostrophic speed. (Let f = 107 s~1.) Use the gra-
dient wind speeds calculated here to recompute the radii of curvature for
the four air parcels referred to in Problem 3.7. Use these new estimates of
the radii of curvature to recompute the gradient wind speeds for the four air
parcels. What fractional error is made in the radii of curvature by using the
geostrophic wind approximation in this case? [Note that further iterations
could be carried out but would converge rapidly.]
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3.9.

3.10.

3.11.

3.12.

3.13.

3.14.

3.15.

3.16.

Show that as the pressure gradient approaches zero the gradient wind reduces
to the geostrophic wind for a normal anticyclone and to inertial flow (Sec-
tion 3.2.3) for an anomalous anticyclone.

The mean temperature in the layer between 750 and 500 hPa decreases
eastward by 3° C per 100 km. If the 750-hPa geostrophic wind is from the
southeast at 20 m s~!, what is the geostrophic wind speed and direction at
500 hPa? Let f = 107* s~

What is the mean temperature advection in the 750- to 500-hPa layer in
Problem 3.10?

Suppose that a vertical column of the atmosphere at 43°N is initially isother-
mal from 900 to 500 hPa. The geostrophic wind is 10 m s~! from the south
at 900 hPa, 10 m s~! from the west at 700 hPa, and 20 m s~! from the west
at 500 hPa. Calculate the mean horizontal temperature gradients in the two
layers 900-700 hPa and 700-500 hPa. Compute the rate of advective tem-
perature change in each layer. How long would this advection pattern have
to persist in order to establish a dry adiabatic lapse rate between 600 and
800 hPa? (Assume that the lapse rate is constant between 900 and 500 hPa
and that the 800- to 600-hPa layer thickness is 2.25 km.)

An airplane pilot crossing the ocean at 45°N latitude has both a pressure
altimeter and a radar altimeter, the latter measuring his absolute height above
the sea. Flying at an air speed of 100 m s~! he maintains altitude by referring
to his pressure altimeter set for a sea level pressure of 1013 hPa. He holds
an indicated 6000-m altitude. At the beginning of a 1-h period he notes that
his radar altimeter reads 5700 m, and at the end of the hour he notes that it
reads 5950 m. In what direction and approximately how far has he drifted
from his heading?

Work out a gradient wind classification scheme equivalent to Table 3.1 for
the Southern Hemisphere ( /' < 0) case.

In the geostrophic momentum approximation (Hoskins, 1975) the gradient
wind formula for steady circular flow (3.17) is replaced by the approximation

VVeR™ + fV = [V,
Compare the speeds V' computed using this approximation with those

obtained in Problem 3.8 using the gradient wind formula.

How large can the ratio V,/(fR) be before the geostrophic momentum
approximation differs from the gradient wind approximation by 10% for
cyclonic flow?
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3.17. The planet Venus rotates about its axis so slowly that to a reasonable approx-

3.18.

3.19.

3.20.

imation the Coriolis parameter may be set equal to zero. For steady, friction-
less motion parallel to latitude circles the momentum equation (2.20) then
reduces to a type of cyclostrophic balance:

uztanq)_ 1ap
a  pdy

By transforming this expression to isobaric coordinates, show that the ther-
mal wind equation in this case can be expressed in the form

—RIn (po/p1) 9(T)
(asingcos¢gp) 9y

w? (p1) — ? (po) =

where R is the gas constant, a is the radius of the planet, and w, = u/(a cos ¢)
is the relative angular velocity. How must (7 )(the vertically averaged tem-
perature) vary with respect to latitude in order that w, be a function only
of pressure? If the zonal velocity at about 60 km height above the equator
(p1 = 2.9 x 10° Pa) is 100 m s~! and the zonal velocity vanishes at the
surface of the planet (pg = 9.5 x10° Pa), what is the vertically averaged
temperature difference between the equator and the pole, assuming that w,
depends only on pressure? The planetary radius is ¢ = 6100 km, and the
gas constant is R = 187 J kg~ ! K~

Suppose that during the passage of a cyclonic storm the radius of curvature
of the isobars is observed to be 800 km at a station where the wind is veering
(turning clockwise) at a rate of 10° per hour. What is the radius of curvature
of the trajectory for an air parcel that is passing over the station? (The wind
speed is 20 m s~1.)

Show that the divergence of the geostrophic wind in isobaric coordinates on
the spherical earth is given by

__i@ cos ¢ _ cot ¢
VeVe= fa ox (sin¢>_ Ug< a )

(Use the spherical coordinate expression for the divergence operator given
in Appendix C.)

The following wind data were received from 50 km to the east, north, west,
and south of a station, respectively: 90°, 10 m s_l; 120°, 4 m s_l; 90°,
8ms~!;and 60°, 4 m s~!. Calculate the approximate horizontal divergence
at the station.
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3.21.

3.22.

3.23.

Suppose that the wind speeds given in Problem 3.20 are each in error by
+ 10%. What would be the percentage error in the calculated horizontal
divergence in the worst case?

The divergence of the horizontal wind at various pressure levels above a
given station is shown in the following table. Compute the vertical velocity

Pressure (hPa) V.V(x1079 s
1000 +0.9
850 +0.6
700 +0.3
500 0.0
300 —0.6
100 -1.0

at each level assuming an isothermal atmosphere with temperature 260 K
and letting w = 0 at 1000 hPa.

Suppose that the lapse rate at the 850-hPa level is 4 K km™!. If the tem-
perature at a given location is decreasing at a rate of 2 K h™!, the wind is
westerly at 10 m s~!, and the temperature decreases toward the west at a
rate of 5 K/100 km, compute the vertical velocity at the 850-hPa level using
the adiabatic method.

MATLAB EXERCISES

Ma3.1. For the situations considered in problems M2.1 and M2.2, make further

modifications in the MATLAB scripts to compute the vertical profiles of
density and of the static stability parameter S, defined in (3.7). Plot these
in the interval from z = 0 to z = 15 km. You will need to approximate
the vertical derivative in S, using a finite difference approximation (see
Section 13.3.1).

Ma3.2. The objective of this exercise is to gain an appreciation for the diff-

erence between trajectories and streamlines in synoptic-scale flows. An
idealized representation of a midlatitude synoptic disturbance in an atmo-
sphere with no zonal mean flow is given by the simple sinusoidal pattern
of geopotential,

® (x, y,t) = Do+ ®'sin [k (x — ct)]cos 1y
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M3.3.

M34.
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where ®¢ (p) is the standard atmosphere geopotential dependent only on
pressure, @’ is the magnitude of the geopotential wave disturbance, c is the
phase speed of zonal propagation of the wave pattern, and &k and / are the
wave numbers in the x and y directions, respectively. If it is assumed that
the flow is in geostrophic balance, then the geopotential is proportional to
the stream function. Let the zonal and meridional wave numbers be equal
(k = 1) and define a perturbation wind amplitude U’ = ®'k / fo, where f;
is a constant Coriolis parameter. Trajectories are then given by the paths
in (x, y) space obtained by solving the coupled set of ordinary differential
equations:

D 0P
FJ; —u= —fo_la = +U'sin[k (x — ct)]sinly
D 0P
F)t} =v= —|—f0715 = 4U'cos [k (x — ct)]cosly

[Note that U’ (taken to be a positive constant) denotes the amplitude of
both the x and y components of the disturbance wind.] The MATLAB script
trajectory_1.m provides an accurate numerical solution to these equations
for the special case in which the zonal mean wind vanishes. Three separate
trajectories are plotted in the code. Run this script letting U’ = 10 m s~/
for cases with ¢ = 5, 10, and 15 m s~!. Describe the behavior of the
three trajectories for each of these cases. Why do the trajectories have their
observed dependence on the phase speed ¢ at which the geopotential height
pattern propagates?

The MATLAB script trajectory_2.m generalizes the case of problem M3.2
by adding a mean zonal flow. In this case the geopotential distribution is
specified to be @ (x, y,t) = Py — f()Ufl sinly + @ sin [k (x — ct)]
cos/y. (a) Solve for the latitudinal dependence of the mean zonal wind
for this case. (b) Run the script with the initial x position specified as
x = —2250km and U’ = 15 m s~ !. Do two runs, letting U=10ms!,
c=5mstandU =5ms!,c=10ms, respectively. Determine
the zonal distance that the ridge originally centered at x = —2250 km
has propagated in each case. Use this information to briefly explain the
characteristics (i.e., the shapes and lengths) of the 4-day trajectories for
each of these cases. (c) What combination of initial position, Uand ¢, will
produce a straight-line trajectory?

The MATLAB script trajectory_3.m can be used to examine the dispersion
of a cluster of N parcels initially placed in a circle of small radius for a
geopotential distribution representing the combination of a zonal mean jet
plus a propagating wave with NE to SW tilt of trough and ridge lines.
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The user must input the mean zonal wind amplitude, U, the disturbance
horizontal wind, U’, the propagation speed of the waves, ¢, and the initial
y position of the center of the cluster. (a) Run the model for three cases
specifying y = 0, U’ = 15 ms™!, and U = 10,12, and 15 ms~!,
respectively. Compute 20-day trajectories for all parcel clusters. Give an
explanation for the differences in the dispersion of the parcel cluster for
these three cases. (b) For the situation with¢ = 10 m sLU =15ms™ ],
and U = 12m s~ !, run three additional cases with the initial y specified to
be 250, 500, and 750 km. Describe how the results differ from the case with
y=0kmand U = 12 ms~! and give an explanation for the differences
in these runs.



CHAPTER 4

Circulation and Vorticity

In classical mechanics the principle of conservation of angular momentum is
often invoked in the analysis of motions that involve rotation. This principle pro-
vides a powerful constraint on the behavior of rotating objects. Analogous con-
servation laws also apply to the rotational field of a fluid. However, it should be
obvious that in a continuous medium, such as the atmosphere, the definition of
“rotation” is subtler than that for rotation of a solid object.

Circulation and vorticity are the two primary measures of rotation in a fluid.
Circulation, which is a scalar integral quantity, is a macroscopic measure of rota-
tion for a finite area of the fluid. Vorticity, however, is a vector field that gives a
microscopic measure of the rotation at any point in the fluid.

4.1 THE CIRCULATION THEOREM

The circulation, C, about a closed contour in a fluid is defined as the line integral
evaluated along the contour of the component of the velocity vector that is locally

tangent to the contour:
CE¢U0d1=%|U|cos adl

86
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Fig. 4.1 Circulation about a closed contour.

di

where 1(s) is a position vector extending from the origin to the point s(x, y, z) on
the contour C, and dl represents the limit of §1 = 1(s+68s) —1(s) as s — 0. Hence,
as indicated in Fig. 4.1, dl is a displacement vector locally tangent to the contour.
By convention the circulation is taken to be positive if C > 0 for counterclockwise
integration around the contour.

That circulation is a measure of rotation is demonstrated readily by considering
a circular ring of fluid of radius R in solid-body rotation at angular velocity 2
about the z axis. In this case, U = @ x R, where R is the distance from the axis of
rotation to the ring of fluid. Thus the circulation about the ring is given by

27
Cz?{U-dl:f QR?*d). = 2Qm R?
0

In this case the circulation is just 27 times the angular momentum of the fluid
ring about the axis of rotation. Alternatively, note that C/(rr R2) = 22 so that the
circulation divided by the area enclosed by the loop is just twice the angular speed
of rotation of the ring. Unlike angular momentum or angular velocity, circulation
can be computed without reference to an axis of rotation; it can thus be used to
characterize fluid rotation in situations where “angular velocity” is not defined
easily.

The circulation theorem is obtained by taking the line integral of Newton’s
second law for a closed chain of fluid particles. In the absolute coordinate system
the result (neglecting viscous forces) is

D,U V,edl
ﬂ.cﬂ:—f”——fwb-dl 4.1)
Dt P

where the gravitational force g is represented as the gradient of the geopotential
®, defined so that - V& = g = —gk. The integrand on the left-hand side can be
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rewritten as!

D,U,
Dt

Da )
Dt

D
odl = E(Ua odl) —U,
or after observing that since 1 is a position vector, D,1/Dt = U,,

D,U,
Dt

D
»dl= —-(Ug «dD) ~ U, + U, 42)

Substituting (4.2) into (4.1) and using the fact that the line integral about a closed
loop of a perfect differential is zero, so that

fV@-dl:fd@:O

and noting that
1
ygUa «dU, =§?§d(Ua «U,) =0

we obtain the circulation theorem:

DC, D

= — U, edl = — —lg 43
Dt D a ygp P 4.3)

The term on the right-hand side in (4.3) is called the solenoidal term. For a
barotropic fluid, the density is a function only of pressure, and the solenoidal term
is zero. Thus, in a barotropic fluid the absolute circulation is conserved following
the motion. This result, called Kelvin’s circulation theorem, is a fluid analog of
angular momentum conservation in solid-body mechanics.

For meteorological analysis, it is more convenient to work with the relative
circulation C rather than the absolute circulation, as a portion of the absolute
circulation, C,, is due to the rotation of the earth about its axis. To compute C,,
we apply Stokes’ theorem to the vector U,, where U, = £ X r is the velocity of
the earth at the position r:

Cesze-dlsz(Vng)ondA
A

! Note that for a scalar D, /Dt = D/ Dt (i.e., the rate of change following the motion does not depend
on the reference system). For a vector, however, this is not the case, as was shown in Section 2.1.1.
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where A is the area enclosed by the contour and the unit normal n is defined by the
counterclockwise sense of the line integration using the “right-hand screw rule.”
Thus, for the contour of Fig. 4.1, n would be directed out of the page. If the line
integral is computed in the horizontal plane, n is directed along the local vertical
(see Fig. 4.2). Now, by a vector identity (see Appendix C)

VxU,=Vx(®xr)=Vx(2xR)=QV«.R=2Q

so that (V x U,) e n = 2Qsin¢ = f is just the Coriolis parameter. Hence, the
circulation in the horizontal plane due to the rotation of the earth is

C, =2Q(sing) A =2QA4,

where (sin ¢) denotes an average over the area element 4 and 4, is the projection
of 4 in the equatorial plane as illustrated in Fig. 4.2. Thus, the relative circulation
may be expressed as

C=C,—C.=C, —204, 4.4)

Differentiating (4.4) following the motion and substituting from (4.3) we obtain
the Bjerknes circulation theorem:

2Q—— 4.5
Ds (4.5)

DC f dp DA,
h P Dt

For a barotropic fluid, (4.5) can be integrated following the motion from an initial
state (designated by subscript 1) to a final state (designated by subscript 2), yielding
the circulation change

Cr—Cy = -2 (Apsin¢gy — Ay sin¢y) (4.6)

Ae

Fig. 4.2 Area A, subtended on the equatorial plane by horizontal area A centered at latitude ¢.
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Equation (4.6) indicates that in a barotropic fluid the relative circulation for a closed
chain of fluid particles will be changed if either the horizontal area enclosed by the
loop changes or the latitude changes. Furthermore, a negative absolute circulation
in the Northern Hemisphere can develop only if a closed chain of fluid particles
is advected across the equator from the Southern Hemisphere. The anomalous
gradient wind balances discussed in Section 3.2.5 are examples of systems with
negative absolute circulations (see Problem 4.6).

Example. Suppose that the air within a circular region of radius 100 km centered
at the equator is initially motionless with respect to the earth. If this circular air
mass were moved to the North Pole along an isobaric surface preserving its area,
the circulation about the circumference would be

C = —2Qmur*[sin(r/2) — sin(0)]
Thus the mean tangential velocity at the radius » = 100 km would be
V=C/Qrr)=—-Qr~—-Tms"!

The negative sign here indicates that the air has acquired anticyclonic relative
circulation.

In a baroclinic fluid, circulation may be generated by the pressure-density
solenoid term in (4.3). This process can be illustrated effectively by considering
the development of a sea breeze circulation, as shown in Fig. 4.3. For the situation
depicted, the mean temperature in the air over the ocean is colder than the mean
temperature over the adjoining land. Thus, if the pressure is uniform at ground
level, the isobaric surfaces above the ground will slope downward toward the
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Fig. 4.3 Application of the circulation theorem to the sea breeze problem. The closed heavy solid
line is the loop about which the circulation is to be evaluated. Dashed lines indicate surfaces
of constant density.
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ocean while the isopycnic surfaces (surfaces of constant density) will slope down-
ward toward the land. To compute the acceleration as a result of the intersection
of the pressure-density surfaces, we apply the circulation theorem by integrating
around a circuit in a vertical plane perpendicular to the coastline. Substituting the
ideal gas law into (4.3) we obtain

DC,
Dt

=—¢‘RTd1np

For the circuit shown in Fig. 4.3 there is a contribution to the line integral only for
the vertical segments of the loop, as the horizontal segments are taken at constant
pressure. The resulting rate of increase in the circulation is

DC _
—“=R1n<@)(T2—T1)>0
Dt P

Letting (v) be the mean tangential velocity along the circuit, we find that

D(v) _ Rln(po/p1)

Dr = am+ry (12— TV @D

If we let pg = 1000 hPa, p; = 900 hPa, T, — T = 10°C, L = 20 km, and
h = 1 km, (4.7) yields an acceleration of about 7 x 10~3 m s~2. In the absence
of frictional retarding forces, this would produce a wind speed of 25 m s~! in
about 1 h. In reality, as the wind speed increases, the frictional force reduces
the acceleration rate, and temperature advection reduces the land—sea temperature
contrast so that a balance is obtained between the generation of kinetic energy by

the pressure-density solenoids and frictional dissipation.

4.2 VORTICITY

Vorticity, the microscopic measure of rotation in a fluid, is a vector field defined as
the curl of velocity. The absolute vorticity @, is the curl of the absolute velocity,
whereas the relative vorticity  is the curl of the relative velocity:

w;, =V xUy,, w=V xU

so that in Cartesian coordinates,
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In large-scale dynamic meteorology, we are in general concerned only with the
vertical components of absolute and relative vorticity, which are designated by n
and ¢, respectively.

n=ke(VxU,), ¢=ke(VxU

In the remainder of this book, n and ¢ are referred to as absolute and relative
vorticities, respectively, without adding the explicit modifier “vertical component
of.” Regions of positive ¢ are associated with cyclonic storms in the Northern
Hemisphere; regions of negative { are associated with cyclonic storms in the
Southern Hemisphere. Thus, the distribution of relative vorticity is an excellent
diagnostic for weather analysis. Absolute vorticity tends to be conserved following
the motion at midtropospheric levels; this conservation property is the basis for
the simplest dynamical forecast scheme discussed in Chapter 13.

The difference between absolute and relative vorticity is planetary vorticity,
which is just the local vertical component of the vorticity of the earth due to its
rotation; kK ¢ Vx U, = 2Qsin¢ = f.Thus,n = ¢+ f or, in Cartesian coordinates,

ov ou v ou
=Z-2 = -4

T ax 9y’ T ax 9y
The relationship between relative vorticity and relative circulation C discussed in
the previous section can be clearly seen by considering an alternative approach
in which the vertical component of vorticity is defined as the circulation about a
closed contour in the horizontal plane divided by the area enclosed, in the limit
where the area approaches zero:

¢ = A}iino <?§ Ve dl> A1 (4.8)

This latter definition makes explicit the relationship between circulation and vor-
ticity discussed in the introduction to this chapter. The equivalence of these two
definitions of ¢ is shown easily by considering the circulation about a rectangular
element of area §x&y in the (x, y) plane as shown in Fig. 4.4. Evaluating V « dl
for each side of the rectangle in Fig. 4.4 yields the circulation

av ou
0C=ubx+ v+ —0x)Sy—|(u+ —d6y)éx —véy
ox ay

v du
=|———)éxby
dx  Jy

Dividing through by the area § 4 = §x 4y gives

8C _ (0v  du _,
sA4  \oax oay)
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Fig. 4.4 Relationship between circulation and vorticity for an area element in the horizontal plane.

In more general terms the relationship between vorticity and circulation is given
simply by Stokes’ theorem applied to the velocity vector:

%U-dl:/f(VxU)-ndA
A

Here A is the area enclosed by the contour and n is a unit normal to the area
element d 4 (positive in the right-hand sense). Thus, Stokes’ theorem states that the
circulation about any closed loop is equal to the integral of the normal component of
vorticity over the area enclosed by the contour. Hence, for a finite area, circulation
divided by area gives the average normal component of vorticity in the region.
As a consequence, the vorticity of a fluid in solid-body rotation is just twice the
angular velocity of rotation. Vorticity may thus be regarded as a measure of the
local angular velocity of the fluid.

4.2.1 Vorticity in Natural Coordinates

Physical interpretation of vorticity is facilitated by considering the vertical compo-
nent of vorticity in the natural coordinate system (see Section 3.2.1). If we compute
the circulation about the infinitesimal contour shown in Fig. 4.5, we obtain®

k14
8C =V[s+d(8s)] — (V + a—Sn) s
n

2 Recall that n is a coordinate in the horizontal plane perpendicular to the local flow direction with
positive values to the left of an observer facing downstream.
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Fig. 4.5 Circulation for an infinitesimal loop in
the natural coordinate system.

However, from Fig. 4.5, d(8s) = §86n, where 8 is the angular change in the wind
direction in the distance ds. Hence,

or, in the limit 67, §s — 0

6C arv V
= lim —=——+4+ — 4.9)
8n,85—0 (6n 8s) on Ry

¢
where Rj is the radius of curvature of the streamlines [Eq. (3.20)]. Itis now apparent
that the net vertical vorticity component is the result of the sum of two parts: (1)
the rate of change of wind speed normal to the direction of flow -9V /9n, called the
shear vorticity; and (2) the turning of the wind along a streamline V' / Ry, called the
curvature vorticity. Thus, even straight-line motion may have vorticity if the speed
changes normal to the flow axis. For example, in the jet stream shown schematically
in Fig. 4.6a, there will be cyclonic relative vorticity north of the velocity maximum
and anticyclonic relative vorticity to the south (Northern Hemisphere conditions)
as is recognized easily when the turning of a small paddle wheel placed in the
flow is considered. The lower of the two paddle wheels in Fig. 4.6a will turn in a
clockwise direction (anticyclonically) because the wind force on the blades north
of its axis of rotation is stronger than the force on the blades to the south of the axis.
The upper wheel will, of course, experience a counterclockwise (cyclonic) turning.
Thus, the poleward and equatorward sides of a westerly jetstream are referred to
as the cyclonic and anticyclonic shear sides, respectively.

Conversely, curved flow may have zero vorticity provided that the shear vorticity
is equal and opposite to the curvature vorticity. This is the case in the example
shown in Fig. 4.6b where a frictionless fluid with zero relative vorticity upstream
flows around a bend in a canal. The fluid along the inner boundary on the curve
flows faster in just the right proportion so that the paddle wheel does not turn.
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Fig. 4.6 Two types of two-dimensional flow:
(a) linear shear flow with vorticity and
(b) curved flow with zero vorticity.

(b)

4.3 POTENTIAL VORTICITY

With the aid of the ideal gas law (1.17), the definition of potential temperature (2.44)
can be expressed as a relationship between pressure and density for a surface of
constant 0:

o= pCU/CP(RQ)_l (pS)R/Cp

Hence, on an isentropic surface, density is a function of pressure alone, and the
solenoidal term in the circulation theorem (4.3) vanishes;

?{d_P o %dpa—cu/cp) —0
P

Thus, for adiabatic flow the circulation computed for a closed chain of fluid parcels
on a constant 6 surface reduces to the same form as in a barotropic fluid; that is, it
satisfies Kelvin’s circulation theorem, which may be expressed as

D
-, (C+2Q84sin¢) =0 (4.10)
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where C is evaluated for a closed loop encompassing the area § 4 on an isentropic
surface. If the isentropic surface is approximately horizontal, and it is recalled
from (4.8) that C & £§ A4, then for an infinitesimal parcel of air (4.10) implies that

8A4(¢p + f) = Const 4.11)

where &y designates the vertical component of relative vorticity evaluated on an
isentropic surface and f = 22 sin ¢ is the Coriolis parameter.

Suppose that the parcel of (4.11) is confined between potential temperature
surfaces 6 and 6y + 86, which are separated by a pressure interval —§p as shown in
Fig. 4.7. The mass of the parcel, M = (—8p/g)8 A, must be conserved following
the motion. Therefore,

SMg 30 SMg 30
Ad=———=|——])|——)=Const x g| ——
dp op 860 op

as both § M and &6 are constants. Substituting into (4.11) to eliminate §4 and
taking the limit p — 0, we obtain

P=@+ 1) (—g%) = Const 4.12)

The quantity P [units: K kg~! m? s~!] is the isentropic coordinate form of Ertel’s
potential vorticity.? It is defined with a minus sign so that its value is normally
positive in the Northern Hemisphere.

According to (4.12), potential vorticity is conserved following the motion in
adiabatic frictionless flow. The term potential vorticity is used, as shown later,
in connection with several other mathematical expressions. In essence, however,

6+386

— ~ q

= SP

Fig. 4.7 A cylindrical column of air moving adiabatically, conserving potential vorticity.

—8

3 Named for the German meteorologist Hans Ertel. A more general form of Ertel’s potential vorticity
is discussed, for example, in Gill (1982). Potential vorticity is often expressed in the potential vorticity
unit (PVU), where 1 PVU = 1070 K kg~ ! m? s~1.
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potential vorticity is always in some sense a measure of the ratio of the absolute vor-
ticity to the effective depth of the vortex. In (4.12), for example, the effective depth
is just the differential distance between potential temperature surfaces measured
in pressure units (—d6/9p).

In a homogeneous incompressible fluid, potential vorticity conservation takes a
somewhat simpler form. In this case, because density is a constant, the horizontal
area must be inversely proportional to the depth, 4, of the fluid parcel:

84 = M(ph)~' = Const/h
where / is the depth of the parcel. Substituting to eliminate § 4 in (4.11) yields
&+ f)/h=n/h = Const (4.13)

where ¢ is here evaluated at constant height.

If the depth, 4, is constant, (4.13) states that absolute vorticity is conserved
following the motion. Conservation of absolute vorticity following the motion
provides a strong constraint on the flow, as can be shown by a simple example.
Suppose that at a certain point (xg, )p) the flow is in the zonal direction and the
relative vorticity vanishes so that n(xg, o) = fo. Then, if absolute vorticity is
conserved, the motion at any point along a parcel trajectory that passes through
(x0, yo) must satisfy £ + f = fy. Because f increases toward the north, trajectories
that curve northward in the downstream direction must have & = fo — f < 0,
whereas trajectories that curve southward must have § = fy — f > 0. However,
as indicated in Fig. 4.8, if the flow is westerly, northward curvature downstream
implies { > 0, whereas southward curvature implies { < 0. Thus, westerly zonal
flow must remain purely zonal if absolute vorticity is to be conserved following
the motion. The easterly flow case, also shown in Fig. 4.8, is just the opposite.
Northward and southward curvatures are associated with negative and positive
relative vorticities, respectively. Hence, an easterly current can curve either to the
north or to the south and still conserve absolute vorticity.

When the depth of the fluid changes following the motion, it is potential vorticity
that is conserved. However, again (4.13) indicates that westerly and easterly flows
behave differently. The situation for westerly flow impinging on an infinitely long

y

t>o0 t<o
WESTERLY FLOW EASTERLY FLOW
n NOT CONSERVED x n CONSERVED

£<0 "\ ,/§>o

Fig. 4.8 Absolute vorticity conservation for curved flow trajectories.
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Fig. 4.9 Schematic view of westerly flow over a topographic barrier: (a) the depth of a fluid column
as a function of x and (b) the trajectory of a parcel in the (x, y) plane.

topographic barrier is shown in Fig. 4.9. In Fig. 4.9a, a vertical cross section of
the flow is shown. We suppose that upstream of the mountain barrier the flow is
a uniform zonal flow so that £ = 0. If the flow is adiabatic, each column of air
of depth % confined between the potential temperature surfaces 6y and 6y + 56
remains between those surfaces as it crosses the barrier. For this reason, a potential
temperature surface 6y near the ground must approximately follow the ground
contours. A potential temperature surface 6y + 86 several kilometers above the
ground will also be deflected vertically. However, due to pressure forces produced
by interaction of the flow with the topographic barrier, the vertical displacement
at upper levels is spread horizontally; it extends upstream and downstream of the
barrier and has smaller amplitude in the vertical than the displacement near the
ground (see Figs. 4.9 and 4.10).

As a result of the vertical displacement of the upper level isentropes, there
is a vertical stretching of air columns upstream of the topographic barrier. (For
motions of large horizontal scale, the upstream stretching is quite small.) This
stretching causes /4 to increase, and hence from (4.13) ¢ must become positive
in order to conserve potential vorticity. Thus, an air column turns cyclonically
as it approaches the mountain barrier. This cyclonic curvature causes a poleward
drift so that f also increases, which reduces the change in ¢ required for potential
vorticity conservation. As the column begins to cross the barrier, its vertical extent
decreases; the relative vorticity must then become negative. Thus, the air column
will acquire anticyclonic vorticity and move southward as shown in the x, y plane
profile in Fig. 4.9b. When the air column has passed over the barrier and returned
to its original depth, it will be south of its original latitude so that f will be smaller
and the relative vorticity must be positive. Thus, the trajectory must have cyclonic
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Fig. 4.10 As in Fig. 4.9, but for easterly flow.

curvature and the column will be deflected poleward. When the parcel returns to its
original latitude, it will still have a poleward velocity component and will continue
poleward gradually, acquiring anticyclonic curvature until its direction is again
reversed. The parcel will then move downstream, conserving potential vorticity by
following a wave-like trajectory in the horizontal plane. Therefore, steady westerly
flow over a large-scale ridge will result in a cyclonic flow pattern immediately to
the east of the barrier (the lee side trough) followed by an alternating series of
ridges and troughs downstream.

The situation for easterly flow impinging on a mountain barrier is quite different.
As indicated schematically in Fig. 4.10b, upstream stretching leads to a cyclonic
turning of the flow, as in the westerly case. For easterly flow this cyclonic turning
creates an equatorward component of motion. As the column moves westward
and equatorward over the barrier, its depth contracts and its absolute vorticity
must then decrease so that potential vorticity can be conserved. This reduction in
absolute vorticity arises both from development of anticyclonic relative vorticity
and from a decrease in f due to the equatorward motion. The anticyclonic relative
vorticity gradually turns the column so that when it reaches the top of the barrier
it is headed westward. As it continues westward down the barrier, conserving
potential vorticity, the process is simply reversed with the result that some distance
downstream from the mountain barrier the air column again is moving westward
at its original latitude. Thus, the dependence of the Coriolis parameter on latitude
creates a dramatic difference between westerly and easterly flow over large-scale
topographic barriers. In the case of a westerly wind, the barrier generates a wave-
like disturbance in the streamlines that extends far downstream. However, in the



100 4 CIRCULATION AND VORTICITY

\‘f)
I
s [ 0
|
? e
4 ‘ d
Fig. 4.11 Dependence of depth on radius in % i / /
a rotating cylindrical vessel. mE
4 | U
% |
{ M M
%
/ %
5 |
% |
2 | 7
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIS 2 Z

case of an easterly wind, the disturbance in the streamlines damps out away from
the barrier.

The situation described above, which assumes that the mountain barrier is
infinitely long in the meridional direction, is highly idealized. In reality, because
static stability tends to suppress vertical motions, large-scale flows in statically
stable environments are blocked by topographic barriers and are forced to flow
around mountains rather than over them. However, whether fluid columns go over
or around topographic barriers, the potential vorticity conservation constraint still
must be satisfied.

The Rossby potential vorticity conservation law, (4.13), indicates that in a
barotropic fluid, a change in the depth is dynamically analogous to a change in the
Coriolis parameter. This can be demonstrated easily in a rotating cylindrical vessel
filled with water. For solid-body rotation the equilibrium shape of the free sur-
face, determined by a balance between the radial pressure gradient and centrifugal
forces, is parabolic. Thus, as shown in Fig. 4.11, if a column of fluid moves radially
outward, it must stretch vertically. According to (4.13), the relative vorticity must
then increase to keep the ratio (¢ + f)/ & constant. The same result would apply if a
column of fluid on a rotating sphere were moved equatorward without a change in
depth. In this case, £ would have to increase to offset the decrease of f. Therefore,
in a barotropic fluid, a decrease of depth with increasing latitude has the same
effect on the relative vorticity as the increase of the Coriolis force with latitude.

44 THE VORTICITY EQUATION

The previous section discussed the time evolution of the vertical component of
vorticity for the special case of adiabatic frictionless flow. This section uses the
equations of motion to derive an equation for the time rate of change of vorticity
without limiting the validity to adiabatic motion.
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4.4.1 Cartesian Coordinate Form

For motions of synoptic scale, the vorticity equation can be derived using the
approximate horizontal momentum equations (2.24) and (2.25). We differentiate
the zonal component equation with respect to y and the meridional component
equation with respect to x:

o (du ou ou ou 1dp

B T I S 4.14
ay<at+“ax+vay+“Qu v p8x> (“4-14)
a [dv e av . av n av + fu= 1dp 4.15)
—=+tu—+v— — - .
ax \ar " Yax TV, Tz 0y

Subtracting (4.14) from (4.15) and recalling that £ = dv/dx — du/dy, we obtain
the vorticity equation

% L W% 8ﬁ+waﬁ+(;+f><3“ 3”)—

ot ax  dy 9 dy
owdv  dw du df 1 dp dp 3,0 ap (4.16)
dx 9z 0y dz dy p2 \dx dy dyax '

Using the fact that the Coriolis parameter depends only on y so that Df/Dt =
v(df/dy), (4.16) may be rewritten in the form

D ou 8v
E@+ﬂ @+ﬂ< )

dy
ow 9 ow 9 1 op 0 op 0
dx 0z  dy az dx dy 8y ox

Equation (4.17) states that the rate of change of the absolute vorticity following
the motion is given by the sum of the three terms on the right, called the divergence
term, the tilting or twisting term, and the solenoidal term, respectively.

The concentration or dilution of vorticity by the divergence field [the first term
on the right in (4.17)] is the fluid analog of the change in angular velocity resulting
from a change in the moment of inertia of a solid body when angular momentum
is conserved. If the horizontal flow is divergent, the area enclosed by a chain
of fluid parcels will increase with time and if circulation is to be conserved, the
average absolute vorticity of the enclosed fluid must decrease (i.e., the vorticity
will be diluted). If, however, the flow is convergent, the area enclosed by a chain
of fluid parcels will decrease with time and the vorticity will be concentrated.
This mechanism for changing vorticity following the motion is very important in
synoptic-scale disturbances.

The second term on the right in (4.17) represents vertical vorticity generated by
the tilting of horizontally oriented components of vorticity into the vertical by a
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Fig. 4.12 Vorticity generation by the tilting of a horizontal vorticity vector (double arrow).

nonuniform vertical motion field. This mechanism is illustrated in Fig. 4.12, which
shows a region where the y component of velocity is increasing with height so
that there is a component of shear vorticity oriented in the negative x direction as
indicated by the double arrow. If at the same time there is a vertical motion field in
which w decreases with increasing x, advection by the vertical motion will tend
to tilt the vorticity vector initially oriented parallel to x so that it has a component
in the vertical. Thus, if dv/dz > 0 and dw/dx < O, there will be a generation of
positive vertical vorticity.

Finally, the third term on the right in (4.17) is just the microscopic equivalent
of the solenoidal term in the circulation theorem (4.5). To show this equivalence,
we may apply Stokes’ theorem to the solenoidal term to get

—ygadpz—?gan-dlz—//Vx(an)-de
4

where 4 is the horizontal area bounded by the curve 1. Applying the vector identity
V x (¢V p) = Va x V p, the equation becomes

—?gadpz—// (Vo x Vp) ekdA
4

However, the solenoidal term in the vorticity equation can be written

_(___——>=—(V(xpr)0k

Thus, the solenoidal term in the vorticity equation is just the limit of the solenoidal
term in the circulation theorem divided by the area when the area goes to zero.
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4.4.2 The Vorticity Equation in Isobaric Coordinates

A somewhat simpler form of the vorticity equation arises when the motion is
referred to the isobaric coordinate system. This equation can be derived in vec-
tor form by operating on the momentum equation (3.2) with the vector operator
k « Vx, where V now indicates the horizontal gradient on a surface of constant
pressure. However, to facilitate this process it is desirable to first use the vector
identity

VeV
(V-V)V:V<T>+§ka (4.18)
where & = k ¢ (V x V), to rewrite (3.2) as

v VeV v
5=_V<T+<I>>—(§+f)k><v—w5 (4.19)

‘We now apply the operator k « Vx to (4.19). Using the facts that for any scalar 4,
V x VA = 0 and for any vectors a, b,

Vx(@axb)y=(Veb)a—(aeV)b—(Vea)b+ (beV)a (4.20)

we can eliminate the first term on the right and simplify the second term so that
the resulting vorticity equation becomes

8_§ :-V.V(§+f)—a)a—§—(§+f)V°V+k° (g xVa)) 4.21)
at ap ap

Comparing (4.17) and (4.21), we see that in the isobaric system there is no vorticity
generation by pressure-density solenoids. This difference arises because in the
isobaric system, horizontal partial derivatives are computed with p held constant
so that the vertical component of vorticity is & = (dv/dx — du/dy), whereas
in height coordinates it is ¢ = (dv/dx — du/dy),. In practice the difference
is generally unimportant because as shown in the next section, the solenoidal
term is usually sufficiently small so that it can be neglected for synoptic-scale
motions.

4.4.3 Scale Analysis of the Vorticity Equation

In Section 2.4 the equations of motion were simplified for synoptic-scale motions
by evaluating the order of magnitude of various terms. The same technique can
also be applied to the vorticity equation. Characteristic scales for the field variables
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based on typical observed magnitudes for synoptic-scale motions are chosen as
follows:

U~10ms™! horizontal scale

W ~1lcms™! vertical scale

L~ 10°m length scale

H~ 10*m depth scale

dp ~ 10hPa horizontal pressure scale

p~lkgm™3 mean density
Splp ~ 1072 fractional density fluctuation
LIU ~ 107 s time scale

fo~ 104571 Coriolis parameter

~ 107U m1g! “beta” parameter
p

Again we have chosen an advective time scale because the vorticity pattern, like
the pressure pattern, tends to move at a speed comparable to the horizontal wind
speed. Using these scales to evaluate the magnitude of the terms in (4.16), we first

note that

§=@_8_u< ~ 107371

ox Jdy T L

where the inequality in this expression means less than or equal to in order of
magnitude. Thus,

¢/fo<U/(foL)=Ro~ 107"

For midlatitude synoptic-scale systems, the relative vorticity is often small (order
Rossby number) compared to the planetary vorticity. For such systems, { may be
neglected compared to f in the divergence term in the vorticity equation

du dv ou v
(i)~ (5 5)
This approximation does not apply near the center of intense cyclonic storms.

In such systems |/ f| ~ 1, and the relative vorticity should be retained.
The magnitudes of the various terms in (4.16) can now be estimated as

8 28 L0 U g g2
ac Vax dy L2

0w YU o1 g2
82 HL
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d
SLUNY UB ~ 10710572
dy

3 U
f (—” +— ) SU 10052
ay

x L

dwin _awdn) WU
ox dz  0Jy 0z HL

i Op0p _9p0p\ _ 800p . on 2
axdy dyox sz

The inequality is used in the last three terms because in each case it is possible that
the two parts of the expression might partially cancel so that the actual magnitude
would be less than indicated. In fact, this must be the case for the divergence term
(the fourth in the list) because if du/dx and dv/dy were not nearly equal and oppo-
site, the divergence term would be an order of magnitude greater than any other
term and the equation could not be satisfied. Therefore, scale analysis of the vor-
ticity equation indicates that synoptic-scale motions must be quasi-nondivergent.
The divergence term will be small enough to be balanced by the vorticity advection

terms only if
ou L av
ax  Jy

so that the horizontal divergence must be small compared to the vorticity in
synoptic-scale systems. From the aforementioned scalings and the definition of
the Rossby number, we see that

G o) /e
G+ 55) /el

Thus the ratio of the horizontal divergence to the relative vorticity is the same
magnitude as the ratio of relative vorticity to planetary vorticity.

Retaining only the terms of order 1010 s=2 in the vorticity equation yields the
approximate form valid for synoptic-scale motions,

<106 —1

and

Dy + f) =_f(3_”+%) (4.222)

Dt dx  dy



106 4 CIRCULATION AND VORTICITY

where
Dy, 0 ad

EEE-Fua-Fv@

As mentioned earlier, (4.22a) is not accurate in intense cyclonic storms. For these
the relative vorticity should be retained in the divergence term:

DhG+ /) du  dv
D (C-i-f)(ax + By) (4.22b)

Equation (4.22a) states that the change of absolute vorticity following the hori-
zontal motion on the synoptic scale is given approximately by the concentration
or dilution of planetary vorticity caused by the convergence or divergence of the
horizontal flow, respectively. In (4.22b), however, it is the concentration or dilu-
tion of absolute vorticity that leads to changes in absolute vorticity following the
motion.

The form of the vorticity equation given in (4.22b) also indicates why cyclonic
disturbances can be much more intense than anticyclones. For a fixed amplitude of
convergence, relative vorticity will increase, and the factor (¢ + f) becomes larger,
which leads to even higher rates of increase in the relative vorticity. For a fixed
rate of divergence, however, relative vorticity will decrease, but when ¢ — — f,
the divergence term on the right approaches zero and the relative vorticity cannot
become more negative no matter how strong the divergence. (This difference in
the potential intensity of cyclones and anticyclones was discussed in Section 3.2.5
in connection with the gradient wind approximation.)

The approximate forms given in (4.22a) and (4.22b) do not remain valid, how-
ever, in the vicinity of atmospheric fronts. The horizontal scale of variation in
frontal zones is only ~100 km, and the vertical velocity scale is ~10 cm s~!. For
these scales, vertical advection, tilting, and solenoidal terms all may become as
large as the divergence term.

4.5 VORTICITY IN BAROTROPIC FLUIDS

A model that has proved useful for elucidating some aspects of the horizontal
structure of large-scale atmospheric motions is the barotropic model. In the most
general version of this model, the atmosphere is represented as a homogeneous
incompressible fluid of variable depth, 4 (x, y,t) = z» — z;, where z; and z;
are the heights of the upper and lower boundaries, respectively. In this model, a
special form of potential vorticity is conserved following the motion. A simpler
situation arises if the fluid depth is constant. In that case it is absolute vorticity that
is conserved following the motion.
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4.5.1 The Barotropic (Rossby) Potential Vorticity Equation

For a homogeneous incompressible fluid, the continuity equation (2.31) simplifies
to V « U = 0 or, in Cartesian coordinates,

8u+8v _ ow
ax  dy) dz

so that the vorticity equation (4.22b) may be written

Dy &+ f) dw
D - C+0N (E) (4.23)

Section 3.4 showed that the thermal wind in a barotropic fluid vanishes so that
the geostrophic wind is independent of height. Letting the vorticity in (4.23) be
approximated by the geostrophic vorticity ¢, and the wind by the geostrophic wind
(ug, vg), we can integrate vertically from z; to z; to get

hDh(é'g‘l‘f)

D = (¢ + f) [w(z) —w ()] (4.24)

However, because w = Dz/Dt and h = h(x, y, t),

Dz, Dz . Dyh

_ = _= _ 7 4.25
w (z22) —w(z1) D D Di (4.25)
Substituting from (4.25) into (4.24) we get
1 Dh(zg'i‘f)_thh
(¢e+f) Dt h Di
or
Dyln(¢g+ f)  Dylnh
Dt Dt
which implies that
Dh Cg + f
— =) =0 4.26
Dt ( h (4.26)

This is just the potential vorticity conservation theorem for a barotropic fluid,
which was first obtained by C. G. Rossby [see (4.13)]. The quantity conserved
following the motion in (4.26) is the Rossby potential vorticity.
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4.5.2 The Barotropic Vorticity Equation

If the flow is purely horizontal (w = 0), as is the case for barotropic flow in a
fluid of constant depth, the divergence term vanishes in (4.23) and we obtain the
barotropic vorticity equation

Dy (¢g + £)

=0 4.27
D 4.27)

which states that absolute vorticity is conserved following the horizontal motion.
More generally, absolute vorticity is conserved for any fluid layer in which the
divergence of the horizontal wind vanishes, without the requirement that the flow
be geostrophic. For horizontal motion that is nondivergent (du/dx + dv/dy = 0),
the flow field can be represented by a streamfunction ¥ (x, y) defined so that the
velocity components are given as 4 = —dy/dy, v = +9y¥/dx. The vorticity is
then given by

& =0v/0x — du/dy = 02y /0x> + 0%y /0)y? = V2

Thus, the velocity field and the vorticity can both be represented in terms of the
variation of the single scalar field ¥ (x, y), and (4.27) can be written as a prognostic
equation for vorticity in the form:

) _ 2
SV =V -V (VY 4 ) (4.28)

where Vy, = k x V4 is a nondivergent horizontal wind. Equation (4.28) states
that the local tendency of relative vorticity is given by the advection of absolute
vorticity. This equation can be solved numerically to predict the evolution of the
streamfunction, and hence of the vorticity and wind fields (see Section 13.4).
Because the flow in the midtroposphere is often nearly nondivergent on the synoptic
scale, (4.28) provides a surprisingly good model for short-term forecasts of the
synoptic-scale 500-hPa flow field.

4.6 THE BAROCLINIC (ERTEL) POTENTIAL VORTICITY EQUATION

Section 4.3 used the circulation theorem and mass continuity to show that Ertel’s
potential vorticity, P = ({p + f)(—gd6/9dp), is conserved following the motion in
adiabatic flow. If diabatic heating or frictional torques are present, P is no longer
conserved. An equation governing the rate of change of P following the motion
in such circumstances can, however, be derived fairly simply starting from the
equations of motion in their isentropic coordinate form.
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4.6.1 Equations of Motion in Isentropic Coordinates

If the atmosphere is stably stratified so that potential temperature 6 is a mono-
tonically increasing function of height, & may be used as an independent vertical
coordinate. The vertical “velocity” in this coordinate system is just § = D6/ Dt.
Thus, adiabatic motions are two dimensional when viewed in an isentropic coordi-
nate frame. An infinitesimal control volume in isentropic coordinates with cross-
sectional area § 4 and vertical extent 56 has a mass

5 54 [ 0
SM = pSASz = 54 (——p) =22 (——p> 56 = 65480 (4.29)
g g

Here the “density” in (x, y, 0) space (i.e., as shown in Fig. 4.7 the quantity that
when multiplied by the “volume” element § 436 yields the mass element § M) is
defined as

o=—g lop/oo (4.30)

The horizontal momentum equation in isentropic coordinates may be obtained by
transforming the isobaric form (4.19) to yield

g+v9<¥+w)+(;e+f)ka=—é%+F, (4.31)
where Vy is the gradient on an isentropic surface, {y = keVy x V is the isen-
tropic relative vorticity originally introduced in (4.11), and ¥ = ¢, T + ® is the
Montgomery streamfunction (see Problem 10 in Chapter 2). We have included a
frictional term F, on the right-hand side, along with the diabatic vertical advection
term. The continuity equation can be derived with the aid of (4.29) in a manner
analogous to that used for the isobaric system in Section 3.1.2. The result is

o

9 .
Y +Vge (0V) = —= (06) 4.32)

The W and o fields are linked through the pressure field by the hydrostatic equation,
which in the isentropic system takes the form

W p\R/er T

where I1 is called the Exner function. Equations (4.30)—(4.33) form a closed set
for prediction of V, o, W, and p, provided that 6 and F, are known.
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4.6.2 The Potential Vorticity Equation

If wetakek « Vg x(4.31) and rearrange the resulting terms, we obtain the isentropic
vorticity equation:

~

D .9V
— G+ N+ +NVeeV=KkeVyx |F, —0— (4.34)
Dt 90
where B
D _ 9 +VeV
Dt~ ot 0

is the total derivative following the horizontal motion on an isentropic surface.
Noting that 0 290 /8t = —do~' /3¢, we can rewrite (4.32) in the form

N T (U

Multiplying each term in (4.34) by o ~! and in (4.35) by (¢p + f) and adding, we
obtain the desired conservation law:

Dr P yvevp=L2 (06) + 0 'keVy x (F A (4.36)
—_— . =—— (o o . X — 00— .
Dt ot (Y o PT)

where P = ({p + f)/o is the Ertel potential vorticity defined in (4.12). If the
diabatic and frictional terms on the right-hand side of (4.36) can be evaluated, it
is possible to determine the evolution of P following the horizontal motion on
an isentropic surface. When the diabatic and frictional terms are small, potential
vorticity is approximately conserved following the motion on isentropic surfaces.

Weather disturbances that have sharp gradients in dynamical fields, such as jets
and fronts, are associated with large anomalies in the Ertel potential vorticity. In
the upper troposphere such anomalies tend to be advected rapidly under nearly
adiabatic conditions. Thus, the potential vorticity anomaly patterns are conserved
materially on isentropic surfaces. This material conservation property makes poten-
tial vorticity anomalies particularly useful in identifying and tracing the evolution
of meteorological disturbances.

4.6.3 Integral Constraints on Isentropic Vorticity

The isentropic vorticity equation (4.34) can be written in the form

A

=—Vg[(Zo+ f)V] +k+ Vg x (Fr — 9@) 4.37)

0%
ot
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Using the fact that any vector A satisfies the relationship
ke (Vg xA)=Vye (Axk)
we can rewrite (4.37) in the form

38%9 =—-Vpe [(;9 + f)V — (Fr - 9%) X k} (4.38)
Equation (4.38) expresses the remarkable fact that isentropic vorticity can only be
changed by the divergence or convergence of the horizontal flux vector in brackets
on the right-hand side. The vorticity cannot be changed by vertical transfer across
the isentropes. Furthermore, integration of (4.38) over the area of an isentropic
surface and application of the divergence theorem (Appendix C.2) show that for
an isentrope that does not intersect the surface of the earth the global average
of g is constant. Furthermore, integration of &y over the sphere shows that the
global average ¢y is exactly zero. Vorticity on such an isentrope is neither created
nor destroyed; it is merely concentrated or diluted by horizontal fluxes along the
isentropes.

PROBLEMS

4.1. What is the circulation about a square of 1000 km on a side for an easterly
(i.e., westward flowing) wind that decreases in magnitude toward the north
at a rate of 10 m s™! per 500 km? What is the mean relative vorticity in the
square?

4.2. A cylindrical column of air at 30°N with radius 100 km expands to twice
its original radius. If the air is initially at rest, what is the mean tangential
velocity at the perimeter after expansion?

4.3. An air parcel at 30°N moves northward conserving absolute vorticity. If its
initial relative vorticity is 5 x 107> s~!, what is its relative vorticity upon
reaching 90°N?

4.4. An air column at 60°N with ¢ = 0 initially stretches from the surface to a
fixed tropopause at 10 km height. If the air column moves until it is over
a mountain barrier 2.5 km high at 45°N, what is its absolute vorticity and
relative vorticity as it passes the mountain top assuming that the flow satisfies
the barotropic potential vorticity equation?

4.5. Find the average vorticity within a cylindrical annulus of inner radius 200 km
and outer radius 400 km if the tangential velocity distribution is given by
V = A/r, where A = 10° m? s~! and r is in meters. What is the average
vorticity within the inner circle of radius 200 km?
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4.6.

4.7.

4.8.
4.9.

4.10.

4.11.

4.12.

4.13.

4 CIRCULATION AND VORTICITY

Show that the anomalous gradient wind cases discussed in Section 3.2.5
have negative absolute circulation in the Northern Hemisphere and hence
have negative average absolute vorticity.

Compute the rate of change of circulation about a square in the (x, y) plane
with corners at (0, 0), (0, L), (L, L), and (L, 0) if temperature increases
eastward at a rate of 1°C per 200 km and pressure increases northward at
a rate of 1 hPa per 200 km. Let L = 1000 km and the pressure at the point
(0, 0) be 1000 hPa.

Verify the identity (4.18) by expanding the vectors in Cartesian components.

Derive a formula for the dependence of depth on radius for an incompressible
fluid in solid-body rotation in a cylindrical tank with a flat bottom and free
surface at the upper boundary. Let H be the depth at the center of the tank,
Q2 the angular velocity of rotation of the tank, and a the radius of the tank.

By how much does the relative vorticity change for a column of fluid
in a rotating cylinder if the column is moved from the center of the tank
to a distance 50 cm from the center? The tank is rotating at the rate of
20 revolutions per minute, the depth of the fluid at the center is 10 cm, and
the fluid is initially in solid-body rotation.

A cyclonic vortex is in cyclostrophic balance with a tangential velocity
profile given by the expression V' = Vor/rg)" where V) is the tangential
velocity component at the distance 7y from the vortex center. Compute the
circulation about a streamline at radius 7, the vorticity at radius r, and the
pressure at radius 7. (Let pp be the pressure at 79 and assume that density is
a constant.)

A westerly zonal flow at 45° is forced to rise adiabatically over a north—
south-oriented mountain barrier. Before striking the mountain, the westerly
wind increases linearly toward the south at a rate of 10 m s~! per 1000 km.
The crest of the mountain range is at 800 hPa and the tropopause, located
at 300 hPa, remains undisturbed. What is the initial relative vorticity of the
air? What is its relative vorticity when it reaches the crest if it is deflected
5° latitude toward the south during the forced ascent? If the current assumes
a uniform speed of 20 m g1 during its ascent to the crest, what is the radius
of curvature of the streamlines at the crest?

A cylindrical vessel of radius a and constant depth H rotating at an angular
velocity €2 about its vertical axis of symmetry is filled with a homoge-
neous, incompressible fluid that is initially at rest with respect to the vessel.
A volume of fluid V is then withdrawn through a point sink at the center of
the cylinder, thus creating a vortex. Neglecting friction, derive an expression
for the resulting relative azimuthal velocity as a function of radius (i.e., the
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4.14.

4.15.

4.16.

velocity in a coordinate system rotating with the tank). Assume that the
motion is independent of depth and that ¥ < mwa®H. Also compute the
relative vorticity and the relative circulation.

(a) How far must a zonal ring of air initially at rest with respect to the earth’s
surface at 60° latitude and 100-km height be displaced latitudinally in order
to acquire an easterly (east to west) component of 10 m s~! with respect
to the earth’s surface? (b) To what height must it be displaced vertically in
order to acquire the same velocity? Assume a frictionless atmosphere.

The horizontal motion within a cylindrical annulus with permeable walls of
inner radius 10 cm, outer radius 20 cm, and 10-cm depth is independent of
height and azimuth and is represented by the expressions u = 7 —0.2r, v =
40 + 2r, where u and v are the radial and tangential velocity components
in cm s !, positive outward and counterclockwise, respectively, and r is
distance from the center of the annulus in centimeters. Assuming an incom-
pressible fluid, find

(a) the circulation about the annular ring,

(b) the average vorticity within the annular ring,

(c) the average divergence within the annular ring, and

(d) the average vertical velocity at the top of the annulus if it is zero at the
base.

Prove that, as stated below Eq. (4.38), the globally averaged isentropic vor-
ticity on an isentropic surface that does not intersect the ground must be
zero. Show that the same result holds for the isobaric vorticity on an iso-
baric surface.

MATLAB EXERCISES

M4.1. Section 4.5.2 showed that for nondivergent horizontal motion, the flow

field can be represented by a streamfunction ¥ (x, y), and the vorticity is
then given by ¢ = 82¢/dx2 + 9%y/8y*> = V>y. Thus, if the vorticity
is represented by a single sinusoidal wave distribution in both x and y,
the streamfunction has the same spatial distribution as the vorticity and
the opposite sign, as can be verified easily from the fact that the second
derivative of a sine is proportional to minus the same sine function. An
example is shown in the MATLAB script vorticity_1.m. However, when
the vorticity pattern is localized in space, the space scales of the stream-
function and vorticity are much different. This latter situation is illustrated
in the MATLAB script vorticity_demo.m, which shows the streamfunc-
tion corresponding to a point source of vorticity at (x,y) = (0, 0). For
this problem you must modify the code in vorticity_1.m by specifying
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M4.2.
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¢ (x,y) = exp[—b (x? + »?)] where b is a constant. Run the model for
several values of b from b = 1 x 107*km™2 to 4 x 10~7 km~2. Show
in a table or line plot the dependence of the ratio of the horizontal scales
on which vorticity and the streamfunction decay to one-half of their max-
imum values as a function of the parameter b. Note that for geostrophic
motions (with constant Coriolis parameter), the streamfunction defined
here is proportional to geopotential height. What can you conclude from
this exercise about the information content of a 500-hPa height map versus
that of a map of the 500-hPa vorticity field?

The MATLAB scripts geowinds_1.m (to be used when the mapping tool-
box is available) and geowinds_2.m (to be used if no mapping toolbox is
available) contain contour plots showing the observed 500-hPa height and
horizontal wind fields for November 10, 1998 in the North American sec-
tor. Also shown is a color plot of the magnitude of the 500-hPa wind with
height contours superposed. Using centered difference formulas (see Sec-
tion 13.3.1), compute the geostrophic wind components, the magnitude of
the geostrophic wind, the relative vorticity, the vorticity of the geostrophic
wind, and the vorticity minus vorticity of the geostrophic wind. Following
the models of Figs. 1 and 2, superpose these fields on the maps of the
500-hPa height field. Explain the distribution and the sign of regions with
large differences between vorticity and geostrophic vorticity in terms of
the force balances that were studied in Chapter 3.

Suggested References

Williams and Elder, Fluid Physics for Oceanographers and Physicists, provides an introduction to
vorticity dynamics at an elementary level. This book also provides a good general introduction to
fluid dynamics.

Acheson, Elementary Fluid Dynamics, provides a good introduction to vorticity at a graduate level.

Hoskins et al. (1985) provide an advanced discussion of Ertel potential vorticity and its uses in diagnosis
and prediction of synoptic-scale disturbances.



CHAPTER 5

The Planetary Boundary Layer

The planetary boundary layer is that portion of the atmosphere in which the
flow field is strongly influenced directly by interaction with the surface of the
earth. Ultimately this interaction depends on molecular viscosity. It is, however,
only within a few millimeters of the surface, where vertical shears are very intense,
that molecular diffusion is comparable to other terms in the momentum equation.
Outside this viscous sublayer molecular diffusion is not important in the boundary
layer equations for the mean wind, although it is still important for small-scale tur-
bulent eddies. However, viscosity still has an important indirect role; it causes the
velocity to vanish at the surface. As a consequence of this no-slip boundary con-
dition, even a fairly weak wind will cause a large-velocity shear near the surface,
which continually leads to the development of turbulent eddies. These turbulent
motions have spatial and temporal variations at scales much smaller than those
resolved by the meteorological observing network. Such shear-induced eddies,
together with convective eddies caused by surface heating, are very effective in
transferring momentum to the surface and transferring heat (latent and sensible)
away from the surface at rates many orders of magnitude faster than can be done
by molecular processes. The depth of the planetary boundary layer produced by
this turbulent transport may range from as little as 30 m in conditions of large
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static stability to more than 3 km in highly convective conditions. For average
midlatitude conditions the planetary boundary layer extends through the lowest
kilometer of the atmosphere and thus contains about 10% of the mass of the
atmosphere.

The dynamical structure of the flow in the planetary boundary layer is not pro-
duced directly by viscosity. Rather, it is largely determined by the fact that the
atmospheric flow is turbulent. In the free atmosphere (i.e., the region above the
planetary boundary layer), this turbulence can be ignored in an approximate treat-
ment of synoptic-scale motions, except perhaps in the vicinity of jet streams, fronts,
and convective clouds. However, in the boundary layer the dynamical equations
of the previous chapters must be modified to properly represent the effects of
turbulence.

5.1 ATMOSPHERIC TURBULENCE

Turbulent flow contains irregular quasi-random motions spanning a continuous
spectrum of spatial and temporal scales. Such eddies cause nearby air parcels to
drift apart and thus mix properties such as momentum and potential temperature
across the boundary layer. Unlike the large-scale rotational flows discussed in
earlier chapters, which have depth scales that are small compared to their horizontal
scales, the turbulent eddies of concern in the planetary boundary layer tend to have
similar scales in the horizontal and vertical. The maximum eddy length scale is thus
limited by the boundary layer depth to be about 10* m. The minimum length scale
(1073 m) is that of the smallest eddies that can exist in the presence of diffusion
by molecular friction.

Even when observations are taken with very short temporal and spatial separa-
tions, a turbulent flow will always have scales that are unresolvable because they
have frequencies greater than the observation frequency and spatial scales smaller
than the scale of separation of the observations. Outside the boundary layer, in the
free atmosphere, the problem of unresolved scales of motion is usually not a seri-
ous one for the diagnosis or forecasting of synoptic and larger scale circulations
(although it is crucial for the mesoscale circulations discussed in Chapter 9). The
eddies that contain the bulk of the energy in the free atmosphere are resolved by
the synoptic network. However, in the boundary layer, unresolved turbulent eddies
are of critical importance. Through their transport of heat and moisture away from
the surface they maintain the surface energy balance, and through their transport of
momentum to the surface they maintain the momentum balance. The latter process
dramatically alters the momentum balance of the large-scale flow in the bound-
ary layer so that geostrophic balance is no longer an adequate approximation to
the large-scale wind field. It is this aspect of boundary layer dynamics that is of
primary importance for dynamical meteorology.
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5.1.1 The Boussinesq Approximation

The basic state (standard atmosphere) density varies across the lowest kilometer of
the atmosphere by only about 10%, and the fluctuating component of density devi-
ates from the basic state by only a few percentage points. These circumstances
might suggest that boundary layer dynamics could be modeled by setting den-
sity constant and using the theory of homogeneous incompressible fluids. This is,
however, generally not the case. Density fluctuations cannot be totally neglected
because they are essential for representing the buoyancy force (see the discussion
in Section 2.7.3).

Nevertheless, it is still possible to make some important simplifications in
dynamical equations for application in the boundary layer. The Boussinesq approx-
imation is a form of the dynamical equations that is valid for this situation. In this
approximation, density is replaced by a constant mean value, pg, everywhere except
in the buoyancy term in the vertical momentum equation. The horizontal momen-
tum equations (2.24) and (2.25) can then be expressed in Cartesian coordinates as

Du 1 ap

—_— = F 5.1

Dr poax+fv+ rx (.1
and

Dv 1 dp

e F, 5.2

Dt 00 9y Su+ Fry (5.2)

while, with the aid of (2.28) and (2.51) the vertical momentum equation becomes

Do _ L% ,,% ik (53)
Dt po 0z gQ() - ’

Here, as in Section 2.7.3, 6 designates the departure of potential temperature from
its basic state value 6y(z).' Thus, the total potential temperature field is given by
0ot = 0(x, y, z,t) +6p(z), and the adiabatic thermodynamic energy equation has
the form of (2.54):

Do d6y

—_— = 4
Dt wdz 4

Finally, the continuity equation (2.34) under the Boussinesq approximation is

du Jdv Jw
— 4+ — 4+ —=0 55
ax + ay + dz (5-5)

I The reason that we have not used the notation 6’ to designate the fluctuating part of the potential
temperature field will become apparent in Section 5.1.2.
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5.1.2 Reynolds Averaging

In a turbulent fluid, a field variable such as velocity measured at a point generally
fluctuates rapidly in time as eddies of various scales pass the point. In order that
measurements be truly representative of the large-scale flow, it is necessary to
average the flow over an interval of time long enough to average out small-scale
eddy fluctuations, but still short enough to preserve the trends in the large-scale
flow field. To do this we assume that the field variables can be separated into
slowly varying mean fields and rapidly varying turbulent components. Following
the scheme introduced by Reynolds, we then assume that for any field variables,
w and 6, for example, the corresponding means are indicated by overbars and the
fluctuating components by primes. Thus, w = w+w’ and§ = 6+6’. By definition,
the means of the fluctuating components vanish; the product of a deviation with a
mean also vanishes when the time average is applied. Thus,

wl=wo=0

where we have used the fact that a mean variable is constant over the period of
averaging. The average of the product of deviation components (called the covari-
ance) does not generally vanish. Thus, for example, if on average the turbulent
vertical velocity is upward where the potential temperature deviation is positive
and downward where it is negative, the product w’@’ is positive and the variables
are said to be correlated positively. These averaging rules imply that the average
of the product of two variables will be the product of the average of the means plus
the product of the average of the deviations:

wh = (W+ w)O +0") =wh + w'o’

Before applying the Reynolds decomposition to (5.1)—(5.4), it is convenient to
rewrite the total derivatives in each equation in flux form. For example, the term
on the left in (5.1) may be manipulated with the aid of the continuity equation (5.5)
and the chain rule of differentiation to yield

_ ou n du? n ouv n ouw (5.6)
9t 9x Ay 9z '

Du  du ou ou ou (E)u v 8w>

Separating each dependent variable into mean and fluctuating parts, substituting
into (5.6), and averaging then yields

Du _ w2 (it + ') + ! (a5 + ') + ! (i +ww’)  (57)
_ = — \uu uu — \uv uv — \uUw uw .
Dt at  dx ay daz
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Noting that the mean velocity fields satisfy the continuity equation (5.5), we can
rewrite (5.7), as

Du Diu 9 [— 9 f— 0 ——
2 Ay — (uv —(uw'w 5.8
Dt Dt+ax(””>+ay(””>+az(”w> (5-8)
where o
D 9 3 d 9

E:5+”ax 8y+ a0z

is the rate of change following the mean motion.
The mean equations thus have the form

Dii 19p . |ouu  duv  duw _
— == - 5.9
Dr = ppax 7 |:8x+8y+ az}r”‘ (59)
Db 1dp | aulv N v N av'w’ L (5.10)
—_— ——— — fUu — .
Dt po 0y dx ay 0z "
Dw  19p N 6 | ou'w L ) s 5.11)
Dt~ podz by ax ay 9z = ’
D6 _dy | e’ e dwe’
et U 5.12
D Vdz |:3x+8y+8zi| (5.12)
di AV oW
— 4 —4+—=0 5.13
ax + ay + daz ( )

The various covariance terms in square brackets in (5.9)—(5.12) represent turbu-
lent fluxes. For example, w’6’ is a vertical turbulent heat flux in kinematic form.
Similarly w's’ = u/w’ is a vertical turbulent flux of zonal momentum. For many
boundary layers the magnitudes of the turbulent flux divergence terms are of the
same order as the other terms in (5.9)—(5.12). In such cases, it is not possible to
neglect the turbulent flux terms even when only the mean flow is of direct interest.
Outside the boundary layer the turbulent fluxes are often sufficiently weak so that
the terms in square brackets in (5.9)—(5.12) can be neglected in the analysis of
large-scale flows. This assumption was implicitly made in Chapters 3 and 4.

The complete equations for the mean flow (5.9)—(5.13), unlike the equations for
the total flow (5.1)—(5.5), and the approximate equations of Chapters 3 and 4, are
not a closed set, as in addition to the five unknown mean variables #, v, w, 0, P,
there are unknown turbulent fluxes. To solve these equations, closure assump-
tions must be made to approximate the unknown fluxes in terms of the five
known mean state variables. Away from regions with horizontal inhomogeneities
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(e.g., shorelines, towns, forest edges), we can simplify by assuming that the tur-
bulent fluxes are horizontally homogeneous so that it is possible to neglect the
horizontal derivative terms in square brackets in comparison to the terms involving
vertical differentiation.

5.2 TURBULENT KINETIC ENERGY

Vortex stretching and twisting associated with turbulent eddies always tend to
cause turbulent energy to flow toward the smallest scales, where it is dissipated
by viscous diffusion. Thus, there must be continuing production of turbulence if
the turbulent kinetic energy is to remain statistically steady. The primary source
of boundary layer turbulence depends critically on the structure of the wind and
temperature profiles near the surface. If the lapse rate is unstable, boundary layer
turbulence is convectively generated. If it is stable, then instability associated with
wind shear must be responsible for generating turbulence in the boundary layer.
The comparative roles of these processes can best be understood by examining the
budget for turbulent kinetic energy.

To investigate the production of turbulence, we subtract the component mean
momentum equations (5.9)—(5.11) from the corresponding unaveraged equations
(5.1)=(5.3). We then multiply the results by v/, v’, w’, respectively, add the resulting
three equations, and average to obtain the turbulent kinetic energy equation. The
complete statement of this equation is quite complicated, but its essence can be
expressed symbolically as

D(TKE)

5 =MP+BPL+TR—¢ (5.14)

where TKE = (u'? 4 v/2 + w'2) /2 is the turbulent kinetic energy per unit mass,
MP is the mechanical production, BPL is the buoyant production or loss, TR des-
ignates redistribution by transport and pressure forces, and ¢ designates frictional
dissipation. ¢ is always positive, reflecting the dissipation of the smallest scales of
turbulence by molecular viscosity.

The buoyancy term in (5.14) represents a conversion of energy between mean
flow potential energy and turbulent kinetic energy. It is positive for motions that
lower the center of mass of the atmosphere and negative for motions that raise it.
The buoyancy term has the form?

BPL=w'0'(g/6)

Z1n practice, buoyancy in the boundary layer is modified by the presence of water vapor, which has a
density significantly lower than that of dry air. The potential temperature should be replaced by virtual
potential temperature in (5.14) in order to include this effect. (See, for example, Curry and Webster,
1999, p.67.)
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Fig. 5.1 Correlation between vertical velocity and potential temperature perturbations for upward or
downward parcel displacements when the mean potential temperature 6 (z) decreases with
height.

Positive buoyancy production occurs when there is heating at the surface so that
an unstable temperature lapse rate (see Section 2.7.2) develops near the ground
and spontaneous convective overturning can occur. As shown in the schematic of
Fig. 5.1, convective eddies have positively correlated vertical velocity and potential
temperature fluctuations and hence provide a source of turbulent kinetic energy and
positive heat flux. This is the dominant source in a convectively unstable boundary
layer. For a statically stable atmosphere, BPL is negative, which tends to reduce
or eliminate turbulence.

For both statically stable and unstable boundary layers, turbulence can be gen-
erated mechanically by dynamical instability due to wind shear. This process is
represented by the mechanical production term in (5.14), which represents a con-
version of energy between mean flow and turbulent fluctuations. This term is
proportional to the shear in the mean flow and has the form

MP = v T ? (5.15)
dz a0z
MP is positive when the momentum flux is directed down the gradient of the
mean momentum. Thus, if the mean vertical shear near the surface is westerly
(Ou /82 > 0), then w'w’ < 0 for MP > 0.
In a statically stable layer, turbulence can exist only if mechanical production is
large enough to overcome the damping effects of stability and viscous dissipation.
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This condition is measured by a quantity called the flux Richardson number. It is
defined as
Rf=—-BPL/MP

If the boundary layer is statically unstable, then Rf < 0 and turbulence is sus-
tained by convection. For stable conditions, Rf will be greater than zero. Observa-
tions suggest that only when Rf is less than about 0.25 (i.e., mechanical production
exceeds buoyancy damping by a factor of 4) is the mechanical production intense
enough to sustain turbulence in a stable layer. Since MP depends on the shear, it
always becomes large close enough to the surface. However, as the static stability
increases, the depth of the layer in which there is net production of turbulence
shrinks. Thus, when there is a strong temperature inversion, such as produced by
nocturnal radiative cooling, the boundary layer depth may be only a few decame-
ters, and vertical mixing is strongly suppressed.

5.3 PLANETARY BOUNDARY LAYER MOMENTUM EQUATIONS

For the special case of horizontally homogeneous turbulence above the viscous
sublayer, molecular viscosity and horizontal turbulent momentum flux divergence
terms can be neglected. The mean flow horizontal momentum equations (5.9) and
(5.10) then become

Dii 19p .. ouw
ou__ o - 5.16
Dt po 0x + 0z ( )
D7 1dp dv'w’

L (5.17)

— u
Dt po 0y 9z

In general, (5.16) and (5.17) can only be solved for # and v if the vertical distribution
of the turbulent momentum flux is known. Because this depends on the structure
of the turbulence, no general solution is possible. Rather, a number of approximate
semiempirical methods are used.

For midlatitude synoptic-scale motions, Section 2.4 showed that to a first approx-
imation the inertial acceleration terms [the terms on the left in (5.16) and (5.17)]
could be neglected compared to the Coriolis force and pressure gradient force
terms. Outside the boundary layer, the resulting approximation was then simply
geostrophic balance. In the boundary layer the inertial terms are still small com-
pared to the Coriolis force and pressure gradient force terms, but the turbulent
flux terms must be included. Thus, to a first approximation, planetary boundary
layer equations express a three-way balance among the Coriolis force, the pressure
gradient force, and the turbulent momentum flux divergence:

ou'w’

0z

[ (5 —15g) — =0 (5.18)
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where (2.23) is used to express the pressure gradient force in terms of geostrophic
velocity.

=0 (5.19)

5.3.1 Well-Mixed Boundary Layer

If a convective boundary layer is topped by a stable layer, turbulent mixing can
lead to formation of a well-mixed layer. Such boundary layers occur commonly
over land during the day when surface heating is strong and over oceans when the
air near the sea surface is colder than the surface water temperature. The tropical
oceans typically have boundary layers of this type.

In a well-mixed boundary layer, the wind speed and potential temperature are
nearly independent of height, as shown schematically in Fig. 5.2, and to a first
approximation it is possible to treat the layer as a slab in which the velocity and
potential temperature profiles are constant with height and turbulent fluxes vary
linearly with height. For simplicity, we assume that the turbulence vanishes at the
top of the boundary layer. Observations indicate that the surface momentum flux
can be represented by a bulk aerodynamic formula®

(ww') =-caV]a, and (V') =-Ca[V]D
s s

L Free
atmosphere

Entrainment
zone

Mixed
layer

Surface layer

cl

L)

Fig. 5.2 Mean potential temperature, 6, and mean zonal wind, U, profiles in a well-mixed boundary
layer. Adapted from Stull (1988).

3 The turbulent momentum flux is often represented in terms of an “eddy stress” by defining, for
example, ey = pou’w’. We prefer to avoid this terminology to eliminate possible confusion with
molecular friction.
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where Cy is a nondimensional drag coefficient, |V| = (ﬁ2 + 1212 and the
subscript s denotes surface values (referred to the standard anemometer height).
Observations show that Cy is of order 1.5 x 1073 over oceans, but may be several
times as large over rough ground.

The approximate planetary boundary layer equations (5.18) and (5.19) can then
be integrated from the surface to the top of the boundary layer at z = / to give

(=) == (ww) /n=calV|a/n (5.20)

—f (@ —iig) == (vw') /b =CalV]D/ (5.21)

Without loss of generality we can choose axes such that v, = 0. Then (5.20) and
(5.21) can be rewritten as

b=k [V|i;  d=ig— ks [V|5; (5.22)

where k;, = Cy / (fh). Thus, in the mixed layer the wind speed is less than
the geostrophic speed and there is a component of motion directed toward lower
pressure (i.e., to the left of the geostrophic wind in the Northern Hemisphere and
to the right in the Southern Hemisphere) whose magnitude depends on k. For
example, if ig = 10m s~ and kg = 0.05 m™ ! s, then & = 8.28 ms™!, ¥ = 3.77
ms~!, and |V| =9.10 m s~ at all heights within this idealized slab mixed layer.

It is the work done by the flow toward lower pressure that balances the frictional
dissipation at the surface. Because boundary layer turbulence tends to reduce wind
speeds, the turbulent momentum flux terms are often referred to as boundary layer
friction. It should be kept in mind, however, that the forces involved are due to
turbulence, not molecular viscosity.

Qualitatively, the cross isobar flow in the boundary layer can be understood as
a direct result of the three-way balance among the pressure gradient force, the
Coriolis force, and turbulent drag:

kav_—iV‘——|V|V (5.23)

This balance is illustrated in Fig. 5.3. Because the Coriolis force is always normal to
the velocity and the turbulent drag is a retarding force, their sum can exactly balance
the pressure gradient force only if the wind is directed toward lower pressure.
Furthermore, it is easy to see that as the turbulent drag becomes increasingly
dominant, the cross isobar angle must increase.

5.3.2 The Flux-Gradient Theory

In neutrally or stably stratified boundary layers, the wind speed and direction vary
significantly with height. The simple slab model is no longer appropriate; some
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Fig. 5.3 Balance of forces in the well-mixed planetary boundary layer: P designates the pressure
gradient force, Co the Coriolis force, and Fr the turbulent drag.

means is needed to determine the vertical dependence of the turbulent momentum
flux divergence in terms of mean variables in order to obtain closed equations for
the boundary layer variables. The traditional approach to this closure problem is
to assume that turbulent eddies act in a manner analogous to molecular diffusion
so that the flux of a given field is proportional to the local gradient of the mean. In
this case the turbulent flux terms in (5.18) and (5.19) are written as

Tapy/ — __ 817{ . Tapy/ — __ aﬂ
ww =—-Ku | — ) v =—-Ky | —
0z dz

and the potential temperature flux can be written as

— 90
= (1)
0z

where K, (m?s~!) is the eddy viscosity coefficient and Kjis the eddy diffusivity
of heat. This closure scheme is often referred to as K theory.

The K theory has many limitations. Unlike the molecular viscosity coefficient,
eddy viscosities depend on the flow rather than the physical properties of the
fluid and must be determined empirically for each situation. The simplest models
have assumed that the eddy exchange coefficient is constant throughout the flow.
This approximation may be adequate for estimating the small-scale diffusion of
passive tracers in the free atmosphere. However, it is a very poor approximation
in the boundary layer where the scales and intensities of typical turbulent eddies
are strongly dependent on the distance to the surface as well as the static stability.
Furthermore, in many cases the most energetic eddies have dimensions comparable
to the boundary layer depth, and neither the momentum flux nor the heat flux is
proportional to the local gradient of the mean. For example, in much of the mixed
layer, heat fluxes are positive even though the mean stratification may be very close
to neutral.
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5.3.3 The Mixing Length Hypothesis

The simplest approach to determining a suitable model for the eddy diffusion coef-
ficient in the boundary layer is based on the mixing length hypothesis introduced
by the famous fluid dynamicist L. Prandtl. This hypothesis assumes that a parcel
of fluid displaced vertically will carry the mean properties of its original level for
a characteristic distance &” and then will mix with its surroundings just as an aver-
age molecule travels a mean free path before colliding and exchanging momentum
with another molecule. By further analogy to the molecular mechanism, this dis-
placement is postulated to create a turbulent fluctuation whose magnitude depends
on &’ and the gradient of the mean property. For example,
/ / 89 . ! __ /! 817{ o / 81—)
o= sBz’u_ éaz’v_ Eaz
where it must be understood that §” > 0 for upward parcel displacementand §’ < 0
for downward parcel displacement. For a conservative property, such as potential
temperature, this hypothesis is reasonable provided that the eddy scales are small
compared to the mean flow scale or that the mean gradient is constant with height.
However, the hypothesis is less justified in the case of velocity, as pressure gradient
forces may cause substantial changes in the velocity during an eddy displacement.
Nevertheless, if we use the mixing length hypothesis, the vertical turbulent flux
of zonal momentum can be written as

—u'w = Tsfa—“ (5.24)
9z
with analogous expressions for the momentum flux in the meridional direction
and the potential temperature flux. In order to estimate w’ in terms of mean fields,
we assume that the vertical stability of the atmosphere is nearly neutral so that
buoyancy effects are small. The horizontal scale of the eddies should then be
comparable to the vertical scale so that |w’| ~ [V’| and we can set

v

/ /
w N —_—
§ 0z

where V' and V designate the turbulent and mean parts of the horizontal velocity
field, respectively. Here the absolute value of the mean velocity gradient is needed
because if &’ > 0, then w > 0 (i.e., upward parcel displacements are associated
with upward eddy velocities). Thus the momentum flux can be written

V| i L
dz "oz

(5.25)
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where the eddy viscosity is now defined as K, = &2 |9V /dz| = €2 |3V /az]|
and the mixing length,
12
{= (E’z)

is the root mean square parcel displacement, which is a measure of average eddy
size. This result suggests that larger eddies and greater shears induce greater tur-
bulent mixing.

5.3.4 The Ekman Layer

If the flux-gradient approximation is used to represent the turbulent momentum
flux divergence terms in (5.18) and (5.19), and the value of K, is taken to be
constant, we obtain the equations of the classical Ekman layer:

0%u

Kma? + f(v—1vg) =0 (5.26)
92

ng —f(u—ug)=0 (5.27)

where we have omitted the overbars because all fields are Reynolds averaged.
The Ekman layer equations (5.26) and (5.27) can be solved to determine the
height dependence of the departure of the wind field in the boundary layer from
geostrophic balance. In order to keep the analysis as simple as possible, we assume
that these equations apply throughout the depth of the boundary layer. The bound-
ary conditions on u and v then require that both horizontal velocity components
vanish at the ground and approach their geostrophic values far from the ground:

u=0,v=0atz=0 (5.28)
U— Ug, V= VgaSZ—> 00

To solve (5.26) and (5.27), we combine them into a single equation by first mul-
tiplying (5.27) by i = (—1)!/? and then adding the result to (5.26) to obtain a
second-order equation in the complex velocity, (u + iv):

32 (u + iv)

Kon 922

—if(u—l—iv):—if(ug—}—ivg) (5.29)

For simplicity, we assume that the geostrophic wind is independent of height and
that the flow is oriented so that the geostrophic wind is in the zonal direction
(vg = 0). Then the general solution of (5.29) is

(u +iv) = Aexp [(z‘f/K,,,)l/2 Z] + Bexp [— Gf/Kn)'/? z] Yug  (5.30)
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It can be shown that /i = (1 + i) /+/2. Using this relationship and applying the
boundary conditions of (5.28), we find that for the Northern Hemisphere ( f > 0),
A =0and B = —ugz Thus

u~+iv=—ugexp [—y (1 +i)z] +ug

where y = (f/2Ku)"/?.
Applying the Euler formula exp(—if) = cos 6 — isin 6 and separating the real
from the imaginary part, we obtain for the Northern Hemisphere

u=ug(l—e " cosyz),v=uge "sinyz (5.31)

This solution is the famous Ekman spiral named for the Swedish oceanographer
V. W. Ekman, who first derived an analogous solution for the surface wind drift
current in the ocean. The structure of the solution (5.31) is best illustrated by a
hodograph as shown in Fig. 5.4, where the zonal and meridional components of
the wind are plotted as functions of height. The heavy solid curve traced out on
Fig. 5.4 connects all the points corresponding to values of u and v in (5.31) for
values of y z increasing as one moves away from the origin along the spiral. Arrows
show the velocities for various values of yz marked at the arrow points. When
z = m/y, the wind is parallel to and nearly equal to the geostrophic value. It is
conventional to designate this level as the top of the Ekman layer and to define the
layer depth as De = /y.

Observations indicate that the wind approaches its geostrophic value at about
1 km above the surface. Letting De = 1 km and f = 10~* s~!, the definition
of y implies that K,, ~ 5 m?s~!. Referring back to (5.25) we see that for a
characteristic boundary layer velocity shear of |§V/8z| ~ 5 x 1073 s~!, this value
of K, implies a mixing length of about 30 m, which is small compared to the depth
of the boundary layer, as it should be if the mixing length concept is to be useful.

Qualitatively the most striking feature of the Ekman layer solution is that, like
the mixed layer solution of Section 5.3.1, it has a boundary layer wind component

v/ug

1 I

0.2 04 06 0.8 10
u/u9

Fig. 5.4 Hodograph of wind components in the Ekman spiral solution. Arrows show velocity vectors
for several levels in the Ekman layer, whereas the spiral curve traces out the velocity variation
as a function of height. Points labeled on the spiral show the values of yz, which is a
nondimensional measure of height.
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directed toward lower pressure. As in the mixed layer case, this is a direct result of
the three-way balance among the pressure gradient force, the Coriolis force, and
the turbulent drag.

The ideal Ekman layer discussed here is rarely, if ever, observed in the atmo-
spheric boundary layer. Partly this is because turbulent momentum fluxes are usu-
ally not simply proportional to the gradient of the mean momentum. However,
even if the flux—gradient model were correct, it still would not be proper to assume
a constant eddy viscosity coefficient, as in reality K, must vary rapidly with height
near the ground. Thus, the Ekman layer solution should not be carried all the way
to the surface.

5.3.5 The Surface Layer

Some of the inadequacies of the Ekman layer model can be overcome if we dis-
tinguish a surface layer from the remainder of the planetary boundary layer. The
surface layer, whose depth depends on stability, but is usually less than 10% of the
total boundary layer depth, is maintained entirely by vertical momentum transfer
by the turbulent eddies; it is not directly dependent on the Coriolis or pressure gra-
dient forces. Analysis is facilitated by supposing that the wind close to the surface
is directed parallel to the x axis. The kinematic turbulent momentum flux can then
be expressed in terms of a friction velocity, u,, which is defined as*

= )

Measurements indicate that the magnitude of the surface momentum flux is of
the order 0.1 m? s~2. Thus the friction velocity is typically of the order 0.3 m s~ .

According to the scale analysis in Section 2.4, the Coriolis and pressure gradient
force terms in (5.16) have magnitudes of about 1073 m s~2 in midlatitudes. The
momentum flux divergence in the surface layer cannot exceed this magnitude or
it would be unbalanced. Thus, it is necessary that

5 ()

6z

< 103 ms2

For §z = 10 m, this implies that S(ui) < 1072 m? s72, so that the change in the

vertical momentum flux in the lowest 10 m of the atmosphere is less than 10% of
the surface flux. To a first approximation it is then permissible to assume that in
the lowest several meters of the atmosphere the turbulent flux remains constant at
its surface value, so that with the aid of (5.25)

oi _

"3z *

(5.32)

4 Thus the surface eddy stress (see footnote 3) is equal to poui.
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where we have parameterized the surface momentum flux in terms of the eddy
viscosity coefficient. In applying K, in the Ekman layer solution, we assumed a
constant value throughout the boundary layer. Near the surface, however, the verti-
cal eddy scale is limited by the distance to the surface. Thus, a logical choice for the
mixing length is £ = kz where & is a constant. In that case K,, = (kz)> |8ﬁ /82 |
Substituting this expression into (5.32) and taking the square root of the result
gives

ou /82 = uy/(kz) (5.33)

Integrating with respect to z yields the logarithmic wind profile
U= (u* /k)ln (z/zo) (5.34)

where zg, the roughness length, is a constant of integration chosen so that # = 0
at z = zg. The constant & in (5.34) is a universal constant called von Karman’s
constant, which has an experimentally determined value of £ ~ 0.4. The roughness
length zy varies widely depending on the physical characteristics of the surface.
For grassy fields, typical values are in the range of 1—4 cm. Although a number of
assumptions are required in the derivation of (5.34), many experimental programs
have shown that the logarithmic profile provides a generally satisfactory fit to
observed wind profiles in the surface layer.

5.3.6 The Modified Ekman Layer

As pointed out earlier, the Ekman layer solution is not applicable in the surface
layer. A more satisfactory representation for the planetary boundary layer can be
obtained by combining the logarithmic surface layer profile with the Ekman spiral.
In this approach the eddy viscosity coefficient is again treated as a constant, but
(5.29) is applied only to the region above the surface layer and the velocity and
shear at the bottom of the Ekman layer are matched to those at the top of the
surface layer. The resulting modified Ekman spiral provides a somewhat better fit
to observations than the classical Ekman spiral. However, observed winds in the
planetary boundary layer generally deviate substantially from the spiral pattern.
Both transience and baroclinic effects (i.e., vertical shear of the geostrophic wind in
the boundary layer) may cause deviations from the Ekman solution. However, even
in steady-state barotropic situations with near neutral static stability, the Ekman
spiral is seldom observed.

It turns out that the Ekman layer wind profile is generally unstable for a neutrally
buoyant atmosphere. The circulations that develop as a result of this instability have
horizontal and vertical scales comparable to the depth of the boundary layer. Thus,
itis not possible to parameterize them by a simple flux—gradient relationship. How-
ever, these circulations do in general transport considerable momentum vertically.
The net result is usually to decrease the angle between the boundary layer wind
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u (ms™)

Fig. 5.5 Mean wind hodograph for Jacksonville, Florida (= 30° N), April 4, 1968 (solid line) com-
pared with the Ekman spiral (dashed line) and the modified Ekman spiral (dash-dot line)
computed with De = 1200 m. Heights are shown in meters. (Adapted from Brown, 1970.
Reproduced with permission of the American Meteorological Society.)

and the geostrophic wind from that characteristic of the Ekman spiral. A typical
observed wind hodograph is shown in Fig. 5.5. Although the detailed structure is
rather different from the Ekman spiral, the vertically integrated horizontal mass
transport in the boundary layer is still directed toward lower pressure. As shown
in the next section, this fact is of primary importance for synoptic and larger scale
motions.

5.4 SECONDARY CIRCULATIONS AND SPIN DOWN

Both the mixed-layer solution (5.22) and the Ekman spiral solution (5.31) indicate
that in the planetary boundary layer the horizontal wind has a component directed
toward lower pressure. As suggested by Fig. 5.6, this implies mass convergence in
a cyclonic circulation and mass divergence in an anticyclonic circulation, which
by mass continuity requires vertical motion out of and into the boundary layer,
respectively. In order to estimate the magnitude of this induced vertical motion,
we note that if v, = 0 the cross isobaric mass transport per unit area at any level
in the boundary layer is given by pgv. The net mass transport for a column of unit
width extending vertically through the entire layer is simply the vertical integral
of pov. For the mixed layer, this integral is simply pov/i(kg m~! s~1), where 4 is
the layer depth. For the Ekman spiral, it is given by

De De
M = / povdz = / pougexp(—mz/De)sin(wz/De)dz (5.35)
0 0

where De = 7/y is the Ekman layer depth defined in Section 5.3.4.
Integrating the mean continuity equation (5.13) through the depth of the bound-

ary layer gives
De rau  dv
w(De) = —/ (8_ + —> dz (5.36)
0 x 0y
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e

Fig. 5.6 Schematic surface wind pattern (arrows) associated with high- and low-pressure centers in
the Northern Hemisphere. Isobars are shown by thin lines, and L and H designate high- and
low-pressure centers, respectively. After Stull (1988).

where we have assumed that w(0) = 0. Assuming again that v, = 0 so that u is
independent of x, we find after substituting from (5.31) into (5.36) and comparing
with (5.35) that the mass transport at the top of the Ekman layer is given by

pow(De) = —— (5.37)

Thus, the mass flux out of the boundary layer is equal to the convergence of the

cross isobar mass transport in the layer. Noting that —du,/0y = &, is just the

geostrophic vorticity in this case, we find after integrating (5.35) and substituting
K

into (5.37) that >
1 1/2 f
o= ()=o) e

where we have neglected the variation of density with height in the boundary layer
and have assumed that 1 + e™™ & 1. Hence, we obtain the important result that the
vertical velocity at the top of the boundary layer is proportional to the geostrophic
vorticity. In this way the effect of boundary layer fluxes is communicated directly
to the free atmosphere through a forced secondary circulation that usually dom-
inates over turbulent mixing. This process is often referred to as boundary layer
pumping. It only occurs in rotating fluids and is one of the fundamental distinctions
between rotating and nonrotating flow. For a typical synoptic-scale system with
Gg ~ 1079571, £ ~ 107*s7!, and De ~ 1 km, the vertical velocity given by
(5.38) is of the order of a few millimeters per second.

An analogous boundary layer pumping is responsible for the decay of the circu-
lation created when a cup of tea is stirred. Away from the bottom and sides of the

5 The ratio of the Coriolis parameter to its absolute value is included so that the formula will be
valid in both hemispheres.
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cup there is an approximate balance between the radial pressure gradient and the
centrifugal force of the spinning fluid. However, near the bottom, viscosity slows
the motion and the centrifugal force is not sufficient to balance the radial pressure
gradient. (Note that the radial pressure gradient is independent of depth, as water
is an incompressible fluid.) Therefore, radial inflow takes place near the bottom
of the cup. Because of this inflow, the tea leaves always are observed to cluster
near the center at the bottom of the cup if the tea has been stirred. By continuity of
mass, the radial inflow in the bottom boundary layer requires upward motion and a
slow compensating outward radial flow throughout the remaining depth of the tea.
This slow outward radial flow approximately conserves angular momentum, and
by replacing high angular momentum fluid by low angular momentum fluid serves
to spin down the vorticity in the cup far more rapidly than could mere diffusion.
The characteristic time for the secondary circulation to spin down an atmo-
spheric vortex is illustrated most easily in the case of a barotropic atmosphere.
For synoptic-scale motions the barotropic vorticity equation (4.24) can be written

approximately as
D¢, ou Jv ow
Dt f<3x+8y> _faz (5-39)
where we have neglected ¢, compared to f in the divergence term and have also
neglected the latitudinal variation of f. Recalling that the geostrophic vorticity is
independent of height in a barotropic atmosphere, (5.39) can be integrated easily
from the top of the Ekman layer (z = De) to the tropopause (z = H) to give

% _ +f[w(H) — w(De)i|

(5.40)
Dt (H — De)

Substituting for w(De) from (5.38), assuming that w(H) = 0 and that H > De,
(5.40) may be written as

1/2

Deg _ _ |/ Kn g (5.41)

Dt~ |2H?

This equation may be integrated in time to give

g (1) = &g (0) exp (—1/7e) (5.42)

where £¢(0) is the value of the geostrophic vorticity at time t = 0, and 7, =
H12/(f Kn)|'/? is the time that it takes the vorticity to decrease to e~ ! of its
original value.

This e-folding time scale is referred to as the barotropic spin-down time. Taking
typical values of the parameters as follows: H = 10km, f = 107 s~!, and
K, = 10 m? s~!, we find that 7, ~ 4 days. Thus, for midlatitude synoptic-scale
disturbances in a barotropic atmosphere, the characteristic spin-down time is a
few days. This decay time scale should be compared to the time scale for ordinary



134 5 THE PLANETARY BOUNDARY LAYER

viscous diffusion. For viscous diffusion the time scale can be estimated from scale
analysis of the diffusion equation

ou_ g, (5.43)
ar " '

If 7,4 is the diffusive time scale and H is a characteristic vertical scale for diffusion,
then from the diffusion equation

U [tq ~ KnU [ H?

so that t; ~ H> / K. For the above values of H and K, the diffusion time scale
is thus about 100 days. Hence, in the absence of convective clouds the spin-down
process is a far more effective mechanism for destroying vorticity in a rotating
atmosphere than eddy diffusion. Cumulonimbus convection can produce rapid
turbulent transports of heat and momentum through the entire depth of the tro-
posphere. These must be considered together with boundary layer pumping for
intense systems such as hurricanes.

Physically the spin-down process in the atmospheric case is similar to that
described for the teacup, except that in synoptic-scale systems it is primarily the
Coriolis force that balances the pressure gradient force away from the boundary,
not the centrifugal force. Again the role of the secondary circulation driven by
forces resulting from boundary layer drag is to provide a slow radial flow in the
interior that is superposed on the azimuthal circulation of the vortex above the
boundary layer. This secondary circulation is directed outward in a cyclone so that
the horizontal area enclosed by any chain of fluid particles gradually increases.
Since the circulation is conserved, the azimuthal velocity at any distance from the
vortex center must decrease in time or, from another point of view, the Coriolis
force for the outward-flowing fluid is directed clockwise, and this force thus exerts
a torque opposite to the direction of the circulation of the vortex. Fig. 5.7 shows a
qualitative sketch of the streamlines of this secondary flow.

It should now be obvious exactly what is meant by the term secondary circula-
tion. It is simply a circulation superposed on the primary circulation (in this case
the azimuthal circulation of the vortex) by the physical constraints of the system.
In the case of the boundary layer, viscosity is responsible for the presence of the
secondary circulation. However, other processes, such as temperature advection
and diabatic heating, may also lead to secondary circulations, as shown later.

The above discussion has concerned only the neutrally stratified barotropic
atmosphere. An analysis for the more realistic case of a stably stratified baroclinic
atmosphere is more complicated. However, qualitatively the effects of stratifica-
tion may be easily understood. The buoyancy force (see Section 2.7.3) will act
to suppress vertical motion, as air lifted vertically in a stable environment will be
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Fig. 5.7 Streamlines of the secondary circulation forced by frictional convergence in the planetary
boundary layer for a cyclonic vortex in a barotropic atmosphere. The circulation extends
throughout the full depth of the vortex.

denser than the environmental air. As a result the interior secondary circulation will
decrease with altitude at a rate proportional to the static stability. This vertically
varying secondary flow, shown in Fig. 5.8, will rather quickly spin down the vor-
ticity at the top of the Ekman layer without appreciably affecting the higher levels.
When the geostrophic vorticity at the top of the boundary layer is reduced to zero,

Lo

Fig. 5.8 Streamlines of the secondary circulation forced by frictional convergence in the planetary
boundary layer for a cyclonic vortex in a stably stratified baroclinic atmosphere. The circu-
lation decays with height in the interior.
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the pumping action of the Ekman layer is eliminated. The result is a baroclinic vor-
tex with a vertical shear of the azimuthal velocity that is just strong enough to bring
&g to zero at the top of the boundary layer. This vertical shear of the geostrophic
wind requires a radial temperature gradient that is in fact produced during the
spin-down phase by adiabatic cooling of the air forced out of the Ekman layer.
Thus, the secondary circulation in the baroclinic atmosphere serves two purposes:
(1) it changes the azimuthal velocity field of the vortex through the action of the
Coriolis force and (2) it changes the temperature distribution so that a thermal wind
balance is always maintained between the vertical shear of the azimuthal velocity
and the radial temperature gradient.

PROBLEMS

5.1. Verify by direct substitution that the Ekman spiral expression (5.31) is indeed
a solution of the boundary layer equations (5.26) and (5.27) for the case
vg = 0.

5.2. Derive the Ekman spiral solution for the more general case where the
geostrophic wind has both x and y components (1, and v, respectively),
which are independent of height.

5.3. Letting the Coriolis parameter and density be constants, show that (5.38) is
correct for the more general Ekman spiral solution obtained in Problem 5.2.

5.4. For laminar flow in a rotating cylindrical vessel filled with water (molecular
kinematic viscosity v = 0.01 cm? s~!), compute the depth of the Ekman
layer and the spin-down time if the depth of the fluid is 30 cm and the rotation
rate of the tank is 10 revolutions per minute. How small would the radius of
the tank have to be in order that the time scale for viscous diffusion from
the side walls be comparable to the spin-down time?

5.5. Suppose that at 43° N the geostrophic wind is westerly at 15 ms~!. Compute
the net cross isobaric transport in the planetary boundary layer using both the
mixed layer solution (5.22) and the Ekman layer solution (5.31). You may let
V| =ugin (5.22), h = De = 1 km, ky = 0.05 m~!s,and p = 1 kg m3.

5.6. Derive an expression for the wind-driven surface Ekman layer in the ocean.
Assume that the wind stress 1, is constant and directed along the x axis.
The continuity of turbulent momentum flux at the air—sea interface (z = 0)
requires that the wind stress divided by air density must equal the oceanic
turbulent momentum flux at z = 0. Thus, if the flux—gradient theory is used,
the boundary condition at the surface becomes
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5.7.

5.8.

5.9.

5.10.

5.11.

where K is the eddy viscosity in the ocean (assumed constant). As a lower
boundary condition assume thatu, v — 0asz— —oo0.If K = 103 m?s~!,

what is the depth of the surface Ekman layer at 43°N latitude?

Show that the vertically integrated mass transport in the wind-driven oceanic
surface Ekman layer is directed 90° to the right of the surface wind stress in
the Northern Hemisphere. Explain this result physically.

A homogeneous barotropic ocean of depth H = 3km has a zonally sym-
metric geostrophic jet whose profile is given by the expression

ug = Uexp|— (/L]

where U = Im s~! and L = 200 km are constants. Compute the vertical
velocity produced by convergence in the Ekman layer at the ocean bottom
and show that the meridional profile of the secondary cross-stream motion
forced in the interior is the same as the meridional profile of u,. What are
the maximum values of v in the interior and w if K = 10m? s”! and
f =10"%s~! (Assume that w and the eddy stress vanish at the surface.)

Using the approximate zonally averaged momentum equation

compute the spin-down time for the zonal jet in Problem 5.8.

Derive a formula for the vertical velocity at the top of the planetary boundary
layer using the mixed layer expression (5.22). Assume that |[V| = 5ms~!
is independent of x and y and that ity = ug(y). If A = 1 km and «, = 0.05,
what value must K, have if this result is to agree with the vertical velocity
derived from the Ekman layer solution at 43° latitude with De = 1 km?

Show that K;,, = kzu,in the surface layer.

MATLAB EXERCISES

MS.1. The MATLAB script mixed_layer_wind1.m uses a simple iterative tech-

nique to solve for u and v in (5.22) with u in the range 1-20 m s~! for
the case vy = 0 and k; = 0.05 m~! s. If you run the script, you will
observe that this iterative technique fails for u, greater than 19 m s~ An
alternative method, which works for a wide range of specified geostrophic
winds, utilizes the natural coordinate system introduced in Section 3.2.1.
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Ms5.2.

MS5.3.
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(a) Show that in the natural coordinate system the force balances parallel
and perpendicular to the velocity vector in the mixed layer model (see
Fig. 5.3) can be expressed respectively as

fchV2 = fugcosB, and [V = fugsinp

where it is here assumed that the pressure gradient force is directed north-
ward so that fu, = ‘p(; ly p‘, and B designates the angle between the
pressure gradient force vector and the mixed layer velocity, V. (Other
notation as defined in Section 5.3.1.)

(b) Use MATLAB to solve for V' and B given ug in the range of 1 to
50 m s7! and plot ¥ and B versus ug. Hint: Solve for V' in the above
two equations and for each value of u, vary B until the two solutions for
V agree.

Suppose that the geopotential distribution at the top of the mixed layer can
be expressed in the form @ (x, y) = ®g — foUoy + A4 sin kx sinly, where
®y = 9800m?s72, fo = 107*s71, Uy =5ms™!, 4 = 1500 m?> s2,
k=mnL"' and, [ = 7 L', where L = 6000 km. (a) Use the technique
given in the demonstration script mixed_layer_wind1.m to determine the
wind distribution in the mixed layer for this situation for the case where
ks = 0.05. (b) Using the formula obtained in Problem 5.10, compute
the vertical velocity distribution at the top of the mixed layer for this
distribution of geopotential when the depth of the mixed layer is 1 km.
(The MATLAB script mixed_layer_wind_2.m has a template that you can
use to contour the vertical velocity field and vorticity fields.)

For the geopotential distribution of Problem M5.2, use the Ekman layer
theory to derive the pattern of vertical velocity at the top of the boundary
layer. Assume that K, = 10 m? s~! and again use MATLAB to contour the
fields of vorticity and vertical velocity. Explain why the vertical velocity
patterns derived from the mixed layer and Ekman theories differ for this
situation.

Suggested References

Arya, Introduction to Micrometeorology, gives an excellent introduction to boundary layer dynamics
and turbulence at the beginning undergraduate level.

Garratt, The Atmospheric Boundary Layer is an excellent graduate-level introduction to the physics of
the atmospheric boundary layer.

Stull, An Introduction to Boundary Layer Meteorology, provides a comprehensive and very nicely
illustrated treatment of all aspects of the subject at the beginning graduate level.



CHAPTER 6

Synoptic-Scale Motions I:
Quasi-Geostrophic Analysis

A primary goal of dynamic meteorology is to interpret the observed structure
of large-scale atmospheric motions in terms of the physical laws governing the
motions. These laws, which express the conservation of momentum, mass, and
energy, completely determine the relationships among the pressure, temperature,
and velocity fields. As we saw in Chapter 2, these governing laws are quite compli-
cated even when the hydrostatic approximation (which is valid for all large-scale
meteorological systems) is applied. For extratropical synoptic-scale motions, how-
ever, the horizontal velocities are approximately geostrophic (see Section 2.4).
Such motions, which are usually referred to as quasi-geostrophic, are simpler to
analyze than are tropical disturbances or planetary scale disturbances. They are
also the major systems of interest in traditional short-range weather forecasting,
and are thus a reasonable starting point for dynamical analysis.

This chapter shows that for extratropical synoptic-scale systems, the twin require-
ments of hydrostatic and geostrophic balance constrain the baroclinic motions so
that to a good approximation the structure and evolution of the three-dimensional
velocity field are determined by the distribution of geopotential height on iso-
baric surfaces. The equations that express these relationships constitute the quasi-
geostrophic system. Before developing this system of equations, it is useful to

139
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briefly summarize the observed structure of midlatitude synoptic systems and
the mean circulations in which they are embedded. We then develop the quasi-
geostrophic momentum and thermodynamic energy equations and show how these
can be manipulated to form the quasi-geostrophic potential vorticity equation and
the omega equation. The former equation provides a method for predicting the
evolution of the geopotential field, given its initial three-dimensional distribution;
the latter provides a method for diagnosing the vertical motion from the known
distribution of geopotential. In both cases, alternative versions of the equations are
discussed to help elucidate the dynamical processes responsible for the develop-
ment and evolution of synoptic-scale systems.

6.1 THE OBSERVED STRUCTURE OF EXTRATROPICAL
CIRCULATIONS

Atmospheric circulation systems depicted on a synoptic chart rarely resemble the
simple circular vortices discussed in Chapter 3. Rather, they are generally highly
asymmetric in form, with the strongest winds and largest temperature gradients
concentrated along narrow bands called fronts. Also, such systems generally are
highly baroclinic; the amplitudes and phases of the geopotential and velocity per-
turbations both change substantially with height. Part of this complexity is due to
the fact that these synoptic systems are not superposed on a uniform mean flow,
but are embedded in a slowly varying planetary scale flow that is itself highly
baroclinic. Furthermore, this planetary scale flow is influenced by orography (i.e.,
by large-scale terrain variations) and continent-ocean heating contrasts so that it
is highly longitude dependent. Therefore, it is not accurate to view synoptic sys-
tems as disturbances superposed on a zonal flow that varies only with latitude and
height. As shown in Chapter 8, however, such a point of view can be useful as a
first approximation in theoretical analyses of synoptic-scale wave disturbances.

Zonally averaged cross sections do provide some useful information on the
gross structure of the planetary scale circulation in which synoptic-scale eddies
are embedded. Figure 6.1 shows meridional cross sections of the longitudinally
averaged zonal wind and temperature for the solstice seasons of (a) December,
January and February (DJF) and (b) June, July and August (JJA). These sections
extend from approximately sea level (1000 hPa) to about 32 km altitude (10 hPa).
Thus the troposphere and lower stratosphere are shown. This chapter is concerned
with the structure of the wind and temperature fields in the troposphere. The strato-
sphere is discussed in Chapter 12.

The average pole to equator temperature gradient in the Northern Hemisphere
troposphere is much larger in winter than in summer. In the Southern Hemisphere
the difference between summer and winter temperature distributions is smaller,
due mainly to the large thermal inertia of the oceans, together with the greater
fraction of the surface that is covered by oceans in the Southern Hemisphere. Since
the mean zonal wind and temperature fields satisfy the thermal wind relationship
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Fig. 6.1 Meridional cross sections of longitudinally and time-averaged zonal wind (solid contours,
interval of ms™! ) and temperature (dashed contours, interval of 5 K) for December—February
(a) and June—August (b). Easterly winds are shaded and 0° C isotherm is darkened. Wind max-

ima shown in m s~ ", temperature minima shown in °C. (Based on NCEP/NCAR reanalyses;
after Wallace, 2003.)

(3.30) to a high degree of accuracy, the seasonal cycle in zonal wind speeds is
similar to that of the meridional temperature gradient. In the Northern Hemisphere
the maximum zonal wind speed in the winter is twice as large as in the summer,
whereas in the Southern Hemisphere the difference between winter and summer
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zonal wind maxima is much smaller. Furthermore, in both seasons the core of
maximum zonal wind speed (called the mean jetstream axis) is located just below
the tropopause (the boundary between the troposphere and stratosphere) at the
latitude where the thermal wind integrated through the troposphere is a maximum.
In both hemispheres, this is about 30° during winter, but moves poleward to 40°—
45° during summer.

That the zonally averaged meridional cross sections of Fig. 6.1 are not represen-
tative of the mean wind structure at all longitudes can be seen in Fig. 6.2, which
shows the distribution of the time-averaged zonal wind component for DJF on
the 200-hPa surface in the Northern Hemisphere. It is clear from Fig. 6.2 that at
some longitudes there are very large deviations of the time-mean zonal flow from
its longitudinally averaged distribution. In particular there are strong zonal wind
maxima (jets) near 30°N just east of the Asian and North American continents and
north of the Arabian peninsula; distinct minima occur in the eastern Pacific and
eastern Atlantic. Synoptic-scale disturbances tend to develop preferentially in the
regions of maximum time-mean zonal winds associated with the western Pacific
and western Atlantic jets and to propagate downstream along storm tracks that
approximately follow the jet axes.

Fig.6.2 Mean zonal wind at the 200-hPa level for December—February averaged for years 1958—1997.
Contour interval 10 m s~ ! (heavy contour, 20 m s—1 ). (Based on NCEP/NCAR reanalyses;
after Wallace, 2003.)
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Fig. 6.3 Mean 500-hPa contours in January in the Northern Hemisphere. Heights shown in tens of
meters. (After Palmén and Newton, 1969.)

The large departure of the northern winter climatological jetstream from zonal
symmetry can also be readily inferred from examination of Fig. 6.3, which shows
the mean 500-hPa geopotential contours for January in the Northern Hemisphere.
Even after averaging the height field for a month, very striking departures from
zonal symmetry remain. These are clearly linked to the distributions of continents
and oceans. The most prominent asymmetries are the troughs to the east of the
American and Asian continents. Referring back to Fig. 6.2, we see that the intense
jetat 35°N and 140°E is a result of the semipermanent trough in that region. Thus,
it is apparent that the mean flow in which synoptic systems are embedded should
really be regarded as a longitude-dependent time-averaged flow.

In addition to its longitudinal dependence, the planetary scale flow also varies
from day to day due to its interactions with transient synoptic-scale disturbances.



144 6  SYNOPTIC-SCALE MOTIONS I

In fact, observations show that the transient planetary scale flow amplitude is
comparable to that of the time-mean. As a result, monthly mean charts tend to
smooth out the actual structure of the instantaneous jetstream since the position
and intensity of the jet vary. Thus, at any time the planetary scale flow in the region
of the jetstream has much greater baroclinicity than indicated on time-averaged
charts. This point is illustrated schematically in Fig. 6.4, which shows a latitude—
height cross section through an observed jetstream over North America. Fig. 6.4a
shows the zonal wind and potential temperature, whereas Fig. 6.4b shows the
potential temperature and Ertel potential vorticity. The 2 PVU contour of potential
vorticity approximately marks the tropopause.

As illustrated in Fig. 6.4a, the axis of the jetstream tends to be located above
a narrow sloping zone of strong potential temperature gradients called the polar-
frontal zone. This is the zone that in general separates the cold air of polar origin
from warm tropical air. The occurrence of an intense jet core above this zone of large
magnitude potential temperature gradients is, of course, not mere coincidence, but
rather a consequence of the thermal wind balance.

The potential temperature contours in Fig. 6.4 illustrate the strong static stability
in the stratosphere. They also illustrate the fact that isentropes (constant 6 surfaces)
cross the tropopause in the vicinity of the jet so that air can move between the
troposphere and the stratosphere without diabatic heating or cooling. The strong
gradient of Ertel potential vorticity at the tropopause, however, provides a strong
resistance to cross-tropopause flow along the isentropes. Note, however, that in the
frontal region the potential vorticity surfaces are displaced substantially downward
so that the frontal zone is characterized by a strong positive anomaly in potential
vorticity associated with the strong relative vorticity on the poleward side of the
jet and the strong static stability on the cold air side of the frontal zone.

It is a common observation in fluid dynamics that jets in which strong velocity
shears occur may be unstable with respect to small perturbations. By this is meant
that any small disturbance introduced into the jet will tend to amplify, drawing
energy from the jet as it grows. Most synoptic-scale systems in midlatitudes appear
to develop as the result of an instability of the jetstream flow. This instability, called
baroclinic instability, depends on the meridional temperature gradient, particularly
at the surface. Hence, through the thermal wind relationship, baroclinic instability
depends on vertical shear and tends to occur in the region of the polar frontal zone.

Baroclinic instability is not, however, identical to frontal instability, as most
baroclinic instability models describe only geostrophically scaled motions,
whereas disturbances in the vicinity of strong frontal zones must be highly ageo-
strophic. As shown in Chapter 9, baroclinic disturbances may themselves act to
intensify preexisting temperature gradients and hence generate frontal zones.

The stages in the development of a typical baroclinic cyclone that develops
as a result of baroclinic instability are shown schematically in Fig. 6.5. In the
stage of rapid development there is a cooperative interaction between the upper
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Fig. 6.4 Latitude—height cross sections through a cold front at 80W longitude on 00 UTC January
14, 1999. (a) Potential temperature contours (thin solid lines, K) and zonal wind isotachs
(dashed lines, ms™— 1 ). (b) Thin solid contours as in (a), heavy dashed contours, Ertel potential
vorticity labeled in PVU (IPVU = 1070 K kg~ ! m? s~ 1).
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Fig. 6.5 Schematic 500-hPa contours (heavy solid lines), 1000-hPa contours (thin lines), and 1000—
500 hPa thickness (dashed) for a developing baroclinic wave at three stages of development.
(After Palmén and Newton, 1969.)

level and surface flows; strong cold advection is seen to occur west of the trough
at the surface, with weaker warm advection to the east. This pattern of thermal
advection is a direct consequence of the fact that the trough at 500 hPa lags (lies
to the west of ) the surface trough so that the mean geostrophic wind in the 1000-
to 500-hPa layer is directed across the 1000- to 500-hPa thickness lines toward
larger thickness west of the surface trough and toward smaller thickness east of
the surface trough. This dependence of the phase of the disturbance on height is
better illustrated by Fig. 6.6, which shows a schematic downstream (or west—east)
cross section through an idealized developing baroclinic system. Throughout the
troposphere the trough and ridge axes tilt westward (or upstream) with height,!
whereas the axes of warmest and coldest air are observed to have the opposite tilt.
As shown later, the westward tilt of the troughs and ridges is necessary in order
that the mean flow transfers potential energy to the developing wave. In the mature
stage (not shown in Fig. 6.5) the troughs at 500 and 1000 hPa are nearly in phase.
As a consequence, the thermal advection and energy conversion are quite weak.

6.2 THE QUASI-GEOSTROPHIC APPROXIMATION

The main goal of this chapter is to show how the observed structure of midlatitude
synoptic systems can be interpreted in terms of the constraints imposed on synoptic-
scale motions by the dynamical equations. Specifically we show that for motions
that are hydrostatic and nearly geostrophic, the three-dimensional flow field is
determined approximately by the isobaric distribution of geopotential [®(x, y,
P, t)]. For this analysis, it is convenient to use the isobaric coordinate system both

I'n reality, the phase tilts tend to be concentrated below the 700-hPa level.
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Fig. 6.6 West—east cross section through a developing baroclinic wave. Solid lines are trough and
ridge axes; dashed lines are axes of temperature extrema; the chain of open circles denotes
the tropopause.

because meteorological measurements are generally referred to constant pressure
surfaces and because the dynamical equations are somewhat simpler in isobaric
coordinates than in height coordinates. Thus, use of the isobaric coordinate system
simplifies the development of approximate prognostic and diagnostic equations.

6.2.1 Scale Analysis in Isobaric Coordinates

The dynamical equations in isobaric coordinates were developed in Section 3.1 and,
for reference, are repeated here. The horizontal momentum equation, the hydro-
static equation, the continuity equation, and the thermodynamic energy equation
may be expressed as

DV
— 4+ fkxV=-Vo 6.1
Dt+f X (6.1)
9D
— = —a=—RT 6.2
=~ © /p (6.2)
Jw
VeV —=0 (6.3)
ap

0
(E —l—VoV)T—Spa):J/cp 6.4)
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Here the total derivative in (6.1) is defined by

= 9 +(VeV), + 9 (6.5)
— == . w— .
Dt a /), r op

where w = Dp/Dt is the pressure change following the motion, and in (6.4)
S,=-T0ln 9/8p is the static stability parameter [S, ~ 5 x 104K Pa~! in the
midtroposphere].

These equations, although simplified by use of the hydrostatic approximation
and by neglect of some small terms that appear in the complete spherical coordinate
form, still contain several terms that are of secondary significance for midlatitude
synoptic-scale systems. They can be simplified further by recalling from Sec-
tion 2.4 that the horizontal flow is nearly geostrophic and that the magnitude of
the ratio of vertical velocity to horizontal velocity is of order 1073.

We first separate the horizontal velocity into geostrophic and ageostrophic parts
by letting

V=V,+V, (6.6)

where the geostrophic wind is defined as
Vo= fi 'k x VO 6.7)

and the ageostrophic wind, V, is just the difference between the total horizontal
wind and the geostrophic wind. We have here assumed that the meridional length
scale, L, is small compared to the radius of the earth so that the geostrophic
wind (6.7) may be defined using a constant reference latitude value of the Coriolis
parameter.2

For the systems of interest }Vg| > |V,|. More precisely,

IVal/|Vg| ~ O (Ro)

That is, the ratio of the magnitudes of the ageostrophic and geostrophic winds is
the same order of magnitude as the Rossby number introduced in Section 2.4.2.
The momentum can then be approximated to O(Ro) by its geostrophic value,
and the rate of change of momentum or temperature following the horizontal
motion can be approximated to the same order by the rate of change following the
geostrophic wind. Thus, in (6.5) V can be replaced by V; and the vertical advection,
which arises only from the ageostrophic flow, can be neglected. The rate of change

2 This definition of the geostrophic wind will be referred to as constant-f (CF) geostrophy, whereas
the definition given in (3.4) will be called variable-f (VF) geostrophy. The CF geostrophic wind
is nondivergent, whereas the VF geostrophic wind has a divergent portion (see Problem 3.19). The
interpretation of the ageostrophic wind depends strongly on which type of geostrophy is used, as
explained in Blackburn (1985).
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of momentum following the total motion is then approximately equal to the rate
of change of the geostrophic momentum following the geostrophic wind:

DV _ DV,
Dt Dt
where D 5 3 ) i
g
Ze 0 vev= g, Ly, L 6.8
Dt T e ar T ey T sy ©8)

Although a constant fj can be used in defining Vit is still necessary to retain
the dynamical effect of the variation of the Coriolis parameter with latitude in the
Coriolis force term in the momentum equation. This variation can be approximated
by expanding the latitudinal dependence of f in a Taylor series about a reference
latitude ¢¢ and retaining only the first two terms to yield

f=Jfo+By (6.9)

where B = (df/dy)y, = 28 cos o / aand y = Qat¢g. This approximation is
usually referred to as the midlatitude -plane approximation. For synoptic-scale
motions, the ratio of the first two terms in the expansion of f has an order of

magnitude
PLSSNL ooy« 1
Jfo singg a

This justifies letting the Coriolis parameter have a constant value fy in the
geostrophic approximation and approximating its variation in the Coriolis force
term by (6.9).

From (6.1) the acceleration following the motion is equal to the difference
between the Coriolis force and the pressure gradient force. This difference depends
on the departure of the actual wind from the geostrophic wind. Thus, it is not
permissible to simply replace the horizontal velocity by its geostrophic value in
the Coriolis term. Rather, we use (6.6), (6.7), and (6.9) to write

kX V4+VD = (fo+ Bk x (Vg + Vo) — fok x Vg

6.10
~ fok x Vg + Byk x Vg (6.10)

where we have used the geostrophic relation (6.7) to eliminate the pressure gradient
force and neglected the ageostrophic wind compared to the geostrophic wind in
the term proportional to 8y. The approximate horizontal momentum equation thus
has the form DV
;—tg:—fokaa—,Bykag (6.11)
Each term in (6.11) is thus O(Ro) compared to the pressure gradient force,
whereas terms neglected are O(R0?) or smaller.
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The geostrophic wind defined in (6.7) is nondivergent. Thus,

d 0
VeV=V.y, = ta 2
ox ay

and the continuity equation (6.3) can be rewritten as

du, 0dv, Ow

— =0 (6.12)
ox ay ap

which shows that if the geostrophic wind is defined by (6.7), w is determined only
by the ageostrophic part of the wind field.

In the thermodynamic energy equation (6.4), the horizontal advection can be
approximated by its geostrophic value. However, the vertical advection is not
neglected, but forms part of the adiabatic heating and cooling term. This term
must be retained because the static stability is usually large enough on the synoptic
scale so that the adiabatic heating or cooling due to vertical motion is of the same
order as the horizontal temperature advection, despite the smallness of the vertical
velocity. The adiabatic heating and cooling term can be somewhat simplified by
dividing the total temperature field, 7;.;, into a basic state (standard atmosphere)
portion that depends only on pressure, 7o (p), plus a deviation from the basic state,
T(x, y, p, t), as was done for potential temperature in Section 2.7.4. Thus,

TtOt (.X, Y, P»t) = TO(P)"'T(xa Y, P t)

Now because |dTy/dp| > |0T /dp|, only the basic state portion of the temper-
ature field need be included in the static stability term, and the quasi-geostrophic
thermodynamic energy equation may be expressed in the form

ad op J
=+ VeV T - (o= 6.13a
<8t Ve ) R @ Cp ( )
where o = —RTyp~'dInby/dp and 6y is the potential temperature corresponding

to the basic state temperature 7o [0 &~ 2.5 x 10~°m?Pa—2s~2 in the midtropo-
sphere]. From (6.2) the thermodynamic energy equation can be expressed in terms

of the geopotential field. The result is

0 0d kJ
v,V (-Z) o0 =" (6.13b)
at ap 2

where k = R/c).

Equations (6.7), (6.11), (6.12), and (6.13b) constitute the quasi-geostrophic
equations. These form a complete set in the dependent variables @, Ve, Vg, and o
(provided that the diabatic heating rate is known). This form of the equations is not,
however, suitable as a prediction system. As shown in the next section, it proves
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useful to replace (6.11) by an equation for the evolution of the vorticity of the
geostrophic wind, in which case only the divergent part of the ageostrophic wind
plays a role in the dynamics. The quasi-geostrophic momentum equation (6.11)
can still be used diagnostically, however, to determine the nondivergent part of V,
for a known distribution of V4 (see Section 6.4.3).

6.2.2 The Quasi-Geostrophic Vorticity Equation

Just as the horizontal momentum can be approximated to O(Ro) by its geostrophic
value, the vertical component of vorticity can also be approximated geostrophi-
cally. In Cartesian coordinates the components of (6.7) are

Jovg = Joug = —— (6.14)

o)
ox’
Thus, the geostrophic vorticity, §; =k« V x V, , can be expressed as

B] B 1 [0%d 020 1
ggzﬁ_ﬁz_ T I (6.15)
ax ay  fo\axz = 9y? fo

Equation (6.15) can be used to determine {g(x, y) from a known field ®(x, y).
Alternatively, (6.15) can be solved by inverting the Laplacian operator to determine
® from a known distribution of &g, provided that suitable conditions on @ are
specified on the boundaries of the region in question. This invertibility is one reason
why vorticity is such a useful forecast diagnostic; if the evolution of the vorticity
can be predicted, then inversion of (6.15) yields the evolution of the geopotential
field, from which it is possible to determine the geostrophic wind and temperature
distributions. Since the Laplacian of a function tends to be a maximum where the
function itself is a minimum, positive vorticity implies low values of geopotential
and vice versa, as illustrated for a simple sinusoidal disturbance in Fig. 6.7.

The quasi-geostrophic vorticity equation can be obtained from the x and y
components of the quasi-geostrophic momentum equation (6.11), which can be
expressed, respectively, as

Dgug

Dy T Jova — Byvg =0 (6.16)
and D
v
% + foua + Byug =0 (6.17)

Taking 9(6.17)/0x — 9(6.16)/0y, and using the fact that the divergence of the
geostrophic wind defined in (6.7) vanishes, immediately yields the vorticity

equation
Dggo du, 0y,
—_= = — | - 6.18

Dt f0<8x+8y> Prg (615

which should be compared with (4.22b).
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Fig. 6.7 Schematic 500-hPa geopotential field showing regions of positive and negative advections
of relative and planetary vorticity.

Noting that because f depends only on y so that D, f/Dt = VgV f = Bu,
and that the divergence of the ageostrophic wind can be eliminated in favor of w
using (6.12), we can rewrite (6.18) as

g dw
a_tgz_vg.v(z;g+f)+fo$ (6.19)

which states that the local rate of change of geostrophic vorticity is given by the
sum of the advection of the absolute vorticity by the geostrophic wind plus the
concentration or dilution of vorticity by stretching or shrinking of fluid columns
(the divergence effect).

The vorticity tendency due to vorticity advection [the first term on the right in
(6.19)] may be rewritten as

—Vg-V({g—i—f):—Vg-Vé’g—,ng

The two terms on the right represent the geostrophic advections of relative
vorticity and planetary vorticity, respectively. For disturbances in the westerlies,
these two effects tend to have opposite signs, as illustrated schematically in Fig. 6.7
for an idealized 500-hPa flow.

Inregion I upstream of the 500-hPa trough, the geostrophic wind is directed from
the relative vorticity minimum at the ridge toward the relative vorticity maximum
at the trough so that -V « Vé’g < 0. However, at the same time, because v, < 0in
region I, the geostrophic wind has its y component directed down the gradient of
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planetary vorticity so that — v, > 0. Hence, in region I the advection of relative
vorticity tends to decrease the local vorticity, whereas the advection of planetary
vorticity tends to increase the local vorticity. Similar arguments (but with reversed
signs) apply to region II. Therefore, advection of relative vorticity tends to move
the vorticity pattern and hence the troughs and ridges eastward (downstream).
However, advection of planetary vorticity tends to move the troughs and ridges
westward against the advecting wind field. The latter motion is called retrograde
motion or retrogression.

The net effect of advection on the evolution of the vorticity pattern depends
on which type of vorticity advection dominates. In order to compare the mag-
nitudes of the relative and planetary vorticity advections, we consider an ideal-
ized geopotential distribution on a midlatitude B-plane consisting of the sum of
a zonally averaged part, which depends linearly on y, and a zonally varying part
(representing a synoptic wave disturbance) that has a sinusoidal dependence in
x and y:

®(x,y) = D9 — foUy+ fo Asinkx cosly (6.20)

Here, y = a(¢ — ¢p), where a is the radius of the earth and ¢y is the latitude at
which fo is evaluated. The parameters ®¢, U, and 4 depend only on pressure, and
the wave numbers k and [ are defined as k = 27 /Ly and | = 27 /L, with L, and
L the wavelengths in the x andy directions, respectively. The geostrophic wind
components are then given by

1 0
ug=——-—=U+u,=U+IAsinkxsinly
fo oy ¢
100
vgzﬁgzvé,:—i—kAcoskxcosly

where (u;,, vé) is the geostrophic wind due to the synoptic wave disturbance. The
geostrophic vorticity is then simply

lg= fof] Vo = —(k2 +12> Asinkx cosly

With the aid of these relations it can be shown that in this simple case the advection
of relative vorticity by the wave component of the geostrophic wind vanishes:

u/ga;g/ax + v;agg/ay =0
so that the advection of relative vorticity is simply

8é’g aé‘g 8§g 2 2
—Ug—= —Vg—= = —U—=2=+kU (k" +17) Acosk /
Ug o Vg 0y o + ( + ) cos kx cosly
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and the advection of planetary vorticity can be expressed as
—Bvg = —BkAcoskxcosly

The horizontal distributions of geopotential, relative vorticity, and advection of
relative vorticity for this case are shown in Fig. 6.8. For a disturbance with a fixed
amplitude of geopotential disturbance, the amplitude of the vorticity increases
as the square of the wave number or, inversely, as the square of the horizontal
scale. As a consequence, the advection of relative vorticity dominates over plane-
tary vorticity advection for short waves (L, <3000 km), whereas for long waves
(L, > 10, 000 km) the planetary vorticity advection tends to dominate. Therefore,
as a general rule, short-wavelength synoptic-scale systems should move eastward
in a westerly zonal flow, whereas long planetary waves should tend to retrogress

geopotential height and vorticity
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Fig.6.8 (Top) Geopotential height in units of m, and relative vorticity in units of 10 =55~ for the sinu-
soidal disturbance of equation (6.20). Here &y = 5.5 x 104 m2s—2, fo= 107451 JfoA =
800m2s~2, U =10ms !,and k =/ = (r/2) x 1070m=1, (Bottom) Advection of rela-
tive vorticity in units of 10710 5=2 for the disturbance shown above.
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(move westward against the mean flow).? Waves of intermediate wavelength may
be quasi-stationary or move eastward much slower than the mean geostrophic wind
speed. Since positive maxima in relative vorticity are associated with cyclonic dis-
turbances, regions of positive vorticity advection, which can be estimated easily
from upper level maps, are commonly used as aids in forecasting synoptic-scale
weather disturbances.

Vorticity advection does not alone determine the evolution of meteorological
systems. A change in the vertical shear of the horizontal wind associated with
differential (i.e., height dependent) vorticity advection will drive an ageostrophic
vertical circulation, which adiabatically adjusts the horizontal temperature gra-
dient to maintain thermal wind balance. The convergence and divergence fields
associated with this vertical circulation will not only modify the effects of vortic-
ity advection at upper levels, but will force changes in the vorticity distribution in
the lower troposphere where advection may be very weak.

In an analogous manner, thermal advection, which is often strong near the sur-
face, does not merely force changes in the temperature in the lower troposphere.
Rather, it will induce a vertical circulation, which through its associated divergence
and convergence patterns will alter the vorticity fields both near the surface and
aloft so that thermal wind balance is maintained.

The vertical circulation induced by quasi-geostrophic differential vorticity advec-
tion and thermal advection is generally an order of magnitude larger than that
induced by boundary layer pumping (5.38). Thus, it is reasonable to neglect bound-
ary layer effects to a first approximation in quasi-geostrophic theory.

6.3 QUASI-GEOSTROPHIC PREDICTION

Although, as explained above, the ageostrophic vertical motion plays an essential
role in the maintenance of thermal wind balance as the flow evolves, the evolution
of the geostrophic circulation can actually be determined without explicitly deter-
mining the distribution of w. Defining the geopotential tendency x = 9®/d¢, and
recalling that the order of partial differentiation may be reversed, the geostrophic
vorticity equation (6.19) can be expressed as

1 1 w
—Viy =-V -v<—v2<1>+ >+ — 6.21
7 X g I f Jo ap ( )

3 Observed long waves tend to remain stationary rather than to retrogress. This is believed to be aresult
of processes such as modification of the Rossby phase speed by potential vorticity gradients associated
with the mean flow, nonlinear interactions with transient short waves, forcing due to topographic
influences, and diabatic heating contrasts associated with land—sea differences, as was mentioned
previously in Section 6.1.
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where we have used (6.15) to write the geostrophic vorticity and its tendency
in terms of the Laplacian of geopotential. Thus, since by (6.7) the geostrophic
wind can be expressed in terms of @, the right-hand side of (6.21) depends on the
dependent variables @, and w alone. An analogous equation dependent on these
two variables can be obtained from the thermodynamic energy equation (6.13b)
by multiplying through by f / o and differentiating with respect to p. Using the
definition of y given above, the result can be expressed as

d (fodx fo oD kJ
(8 ] w5 e

where o was defined below (6.13a).

The ageostrophic vertical motion, w, has equal and opposite effects on the left-
hand sides in (6.21) and (6.22). Vertical stretching (dw/dp > 0) forces a positive
tendency in the geostrophic vorticity (6.21) and a negative tendency of equal mag-
nitude in the term on the left side in (6.22). The left side of (6.22) can be interpreted
as the local rate of change of a normalized static stability anomaly (i.e., a measure
of the departure of static stability from S, its standard atmosphere value). This
can be demonstrated by substituting from the hydrostatic equation (6.2) to give for
the left side of (6.22)

a (fodx\ _ f Lary _ f 1 oT fo oT
op \ o dp op at S, ot S 8p
where we have used the fact that §, = po / R varies only slowly with height

in the troposphere. Because 7 is the departure of temperature from its standard
atmosphere value, the expression

-1
foS,1aT [op

is proportional to the local static stability anomaly divided by the standard atmo-
sphere static stability. Multiplication by fy gives this expression the same units as
vorticity.

The left side of (6.22) is negative when the lapse rate tendency is positive
(i.e., when the static stability tendency is negative). As was shown in Fig. 4.7,
an air column that moves adiabatically from a region of high static stability to a
region of low static stability is stretched vertically (8w / op > 0) so that the upper
portion of the column cools adiabatically relative to the lower portion. Thus, the
relative vorticity in (6.21) and the normalized static stability anomaly in (6.22)
are changed by equal and opposite amounts. For this reason the normalized static
stability anomaly is referred to as the stretching vorticity.

Purely geostrophic motion (w = 0) is a solution to (6.21) and (6.22) only in
very special situations such as barotropic flow (no pressure dependence) or zonally
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symmetric flow (no x dependence). More general purely geostrophic flows can-
not satisfy both these equations simultaneously, as there are then two independent
equations in a single unknown so that the system is over-determined. Thus, it
should be clear that the role of the vertical motion distribution must be to maintain
consistency between the geopotential tendencies required by vorticity advection
in (6.21) and thermal advection in (6.22).

6.3.1 Geopotential Tendency

If for simplicity we set J = 0 and eliminate w between (6.21) and (6.22), we obtain
an equation that determines the local rate of change of geopotential in terms of the
three-dimensional distribution of the & field:

2 0 f028 _ o i 2

A B

This equation is often referred to as the geopotential tendency equation. It pro-
vides a relationship between the local geopotential tendency (term A) and the
distributions of vorticity advection (term B) and thickness advection (term C). If
the distribution of ® is known at a given time, then terms B and C may be regarded
as known forcing functions, and (6.23) is a linear partial differential equation in
the unknown y.

Although (6.23) appears to be quite complicated, a qualitative notion of its
implications can be gained if we note that term A involves second derivatives
in space of the y field, and is thus generally proportional to minus x. Term B
is proportional to the advection of absolute vorticity; it is usually the dominant
forcing term in the upper troposphere. As the discussion in Section 6.2.2 indicated,
for short waves term B is negative in region I of Fig. 6.7 (upstream of the upper level
trough). Thus, because the sign of the geopotential tendency is opposite to that of
term B in this case, y will be positive and a ridge will tend to develop. This ridging
is, of course, necessary for the development of a negative geostrophic vorticity.
Similar arguments, but with the signs reversed, apply to region II downstream
from the upper level trough where falling geopotential heights are associated with
a positive relative vorticity advection. It is also important to note that the vorticity
advection term is zero along both the trough and ridge axes, as both V ¢, and v,
are zero at the axes. Thus, vorticity advection cannot change the strength of this
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type of disturbance at the levels where the advection is occurring, but only acts to
propagate the disturbance horizontally and (as shown in the next section) to spread
it vertically.

The major mechanism for amplification or decay of midlatitude synoptic sys-
tems is contained in term C of (6.23). This term involves the rate of change with
pressure of the horizontal thickness advection. (If we had retained the diabatic
heating term, it would have contributed in a similar fashion.) The thickness advec-
tion tends to be largest in magnitude in the lower troposphere beneath the 500-hPa
trough and ridge lines in a developing baroclinic wave. Now because —0®/dp is
proportional to temperature, the thickness advection is proportional to the temper-
ature advection. Thus, term C in (6.23) is proportional to minus the rate of change
of temperature advection with respect to pressure (i.e., plus the rate of change with
respect to height). This term is sometimes referred to as differential temperature
advection.

Differential temperature advection enhances upper level height anomalies in
developing disturbances. Below the 500-hPa ridge there is strong warm advection
associated with the warm front, whereas below the 500-hPa trough there is strong
cold advection associated with the cold front. The former increases thickness, thus
builds the upper level ridge; the latter decreases thickness, thus deepens the upper
level trough. Above the 500-hPa level the temperature gradient is usually weaker,
and the isotherms often become nearly parallel to the height lines so that thermal
advection tends to be small. Thus, in contrast to term B in (6.23), the forcing term
C is concentrated in the lower troposphere, but again, the geopotential tendency
response will not be limited to the levels of forcing, but is spread in the vertical so
that, as noted above, in developing waves differential temperature advection will
deepen upper level troughs and build upper level ridges.

In the region of warm advection -V « V(—0®/d,) > 0, as V; has a component
down the temperature gradient. However, as explained above, the warm advection
decreases with height (increases with pressure) so that o [—Vg eV (—09/0 p)] /op
> (. Conversely, beneath the 500-hPa trough where there is cold advection decreas-
ing with height, the opposite signs obtain. Thus, along the 500-hPa trough and ridge
axes where the vorticity advection is zero, the tendency equation states that for a
developing wave

A V..V 9P > 0 at the ridge
X ap g ap < 0 at the trough

Therefore, as indicated in Fig. 6.9, the effect of cold advection below the 500-hPa
trough is to deepen the trough in the upper troposphere, and the effect of warm
advection below the 500-hPa ridge is to build the ridge in the upper troposphere.
Hence, differential temperature advection, even if limited to the lower troposphere,
intensifies the upper-level troughs and ridges in a developing system.
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Fig. 6.9 East—west section through a developing synoptic disturbance showing the relationship of
temperature advection to the upper level height tendencies. A and B designate, respectively,
regions of cold advection and warm advection in the lower troposphere.

Qualitatively, the effects of differential temperature advection are easily under-
stood since the advection of cold air into the air column below the 500-hPa trough
reduces the thickness of that column, and hence lowers the height of the 500-hPa
surface unless there is a compensating rise in the surface pressure. Obviously warm
advection into the air column below the ridge has the opposite effect.

To summarize, in the absence of diabatic heating the horizontal temperature
advection must be nonzero in order that a midlatitude synoptic system intensifies
through baroclinic processes. As shown in Chapter 8, the temperature advection
pattern described above indirectly implies conversion of potential energy to kinetic
energy.

6.3.2 The Quasi-Geostrophic Potential Vorticity Equation

The geopotential tendency equation stated in the form (6.23) is useful for phys-
ical motivation of processes leading to geopotential changes (and hence upper
level troughing and ridging), as the tendency y is related to the easily compre-
hended processes of vorticity and temperature advection. However, this form of
the equation actually conceals its true character as a conservation equation for a
field commonly referred to as quasi-geostrophic potential vorticity. To put (6.23)
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in conservation form we simplify the right-hand side by using the chain rule of
differentiation to write term C as

ad A% od
—Vge v_ f_O f0 —_g.v——
op \ o adp o Jdp ap

However, from the thermal wind relation, fodVe/dp = k x V(3®/dp), so
that 3V, /0p is perpendicular to V(9®/dp), and the second term in the above
expression vanishes. The first term (which is proportional to the geostrophic advec-
tion of the normalized static stability anomaly) can be combined with term B in
(6.23). Recalling the definition of x and dividing through by fp, (6.23) can then
be expressed simply in the form of a conservation equation:

9 D
<§+Vg-v>q=Ditq=0 (6.24)

where ¢ is the quasi-geostrophic potential vorticity defined by

N food
q:[fv©+f 3p<0 8p>] (©23)

The three parts of (6.25), reading from left to right, are the geostrophic relative
vorticity, the planetary vorticity, and the stretching vorticity. As a parcel moves
about in the atmosphere, the geostrophic relative vorticity, the planetary vorticity,
and the stretching vorticity terms may each change. However, according to (6.24)
their sum is conserved following the geostrophic motion. This conservation is
consistent with (6.21) and (6.22), which show that for adiabatic flow, changes in
the absolute vorticity are balanced by opposite changes in the stretching vorticity.

The scalar g is proportional to a linearized form of the Ertel potential vorticity,
P, discussed in Section 4.3. However, unlike Ertel’s potential vorticity, ¢ has units
of vorticity and is determined solely by the isobaric geopotential distribution. Note
that whereas Ertel’s potential vorticity is conserved following the adiabatic motion
on an isentropic surface, ¢ is conserved under adiabatic conditions following the
geostrophic motion on an isobaric surface. For this reason some authors prefer
the term pseudo-potential vorticity. However, we will generally refer to ¢ as the
quasi-geostrophic potential vorticity.

According to (6.25) quasi-geostrophic potential vorticity tends to be proportional
to minus the geopotential. A local increase in ¢ is associated with trough develop-
ment, whereas a decrease in ¢ is associated with ridge development. Because ¢ is
a conserved quantity following the geostrophic motion, we can diagnose the ten-
dency purely from the geostrophic advection of ¢. Furthermore, (6.24) shows that
the tendency will be zero (i.e., the flow will be steady) provided that the geostrophic
wind is everywhere parallel to lines of constant ¢ (i.e., that Vg ¢ Vg = 0).
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Given an initial distribution of ® and suitable boundary conditions, (6.24) and
(6.25) can be used to forecast the evolution of the geopotential field. For simplicity
it is often assumed that the lower boundary corresponds to pg = 1000 hPa and that
w vanishes at this surface so that from (6.13b) the lower boundary condition for
adiabatic motion is simply that temperature (or thickness) is conserved following
the geostrophic motion on the 1000-hPa surface:

) (5)

6.3.3 Potential Vorticity Inversion

=0 (6.26)
pP=po

Equations (6.24)—(6.26), together with suitable lateral and upper boundary con-
ditions on ®, completely prescribe the evolution of the geostrophic flow. Thus,
under adiabatic conditions the evolution of large-scale midlatitude meteorologi-
cal systems is completely determined by the twin constraints of quasi-geostrophic
potential vorticity conservation following the geostrophic flow in the interior and
temperature conservation following the geostrophic flow along the lower boundary.

If boundary effects can be neglected, the distribution of potential vorticity alone
determines the geopotential distribution, and hence the distributions of temperature
and geostrophic wind. The process of recovering the geopotential field from the
potential vorticity field is referred to as potential vorticity inversion. Because @ is
related to ¢ by a second-order differential operator, the geopotential disturbance
associated with a localized anomaly in g will extend horizontally and vertically
beyond the region of anomalous ¢. This remote influence can be illustrated by a
simple example.

For mathematical simplicity we assume that the static stability parameter, o is
constant in height and introduce a stretched vertical coordinate defined as z =
P (0'%/ fo). Then (6.25) can be expressed as

1 /8% 320 9%/
( ) (6.27)

— [ J—
4=/+q f+f0 dx2 + 9y? + 022

where ¢’ and @' designate the potential vorticity and geopotential anomalies,
respectively.

We now suppose that the potential vorticity anomaly consists of a compact ball
of constant positive potential vorticity, go, with spherical shape in the (x, V, 2)
coordinate system. Then, if the ball is centered at the origin, ¢’can be represented

. . . N 1/2
in terms of the radial coordinate r = (x2 +2 + 22) 12 as

, 1 0 5,09’
q r (6.28)

- for? ar ar
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where

r ) g0 for r<b
0 for r>b |-

It is easily verified that the solution of (6.28) satisfying the requirement of
continuity in ®' and 39’ /dr at r = b is

| —foqo (B/2—17/6) forr <b
v= { —foqob3/ (3r) forr > b (6.29)

Figure 6.10 shows the pattern of potential temperature and geostrophic wind
induced by this compact positive potential vorticity anomaly. The distribution of the
0 surfaces indicates that static stability is enhanced in the ball of positive potential
vorticity and is reduced both above and below the ball. Because potential vorticity
is conserved (and has zero anomaly outside the ball), positive vorticity anomalies
are induced above and below the ball of potential vorticity to compensate the
reduced stability, and hence the geostrophic flow induced by the potential vorticity
anomaly extends well beyond the boundary of the anomaly.

6.3.4 Vertical Coupling Through Potential Vorticity

As illustrated above, a potential vorticity anomaly at one level yields a nonzero
geopotential anomaly (and hence nonzero geostrophic winds) at other levels. This
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Fig. 6.10 Vertical cross sections showing potential temperature (left) and geostrophic wind (right)
induced by a ball of constant potential vorticity of nondimensional radius unity. A constant
standard atmosphere potential vorticity is added to the anomaly induced by the ball of
potential vorticity. (Right) Solid contours indicate flow into the page and dashed contours
indicate flow out of the page. The horizontal and scaled vertical distances are normalized by
the radius of the potential vorticity ball. For a ball of 250-km radius the horizontal distance
shown is 2000 km and the vertical distance is 20 km (assuming that the buoyancy frequency
is 100 times the Coriolis frequency). (Adapted from Thorpe and Bishop, 1995)
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has important consequences for the influence of upper level disturbances on the
lower troposphere. The induction of geopotential changes in the lower troposphere
by an upper level potential vorticity change can be demonstrated in a simple
example.

Suppose that the flow in the upper troposphere is characterized by the geopo-
tential distribution of (6.20). The potential vorticity can then be expressed as

= f+ O(p)sinkxcosly, where Q = — (R +1)" 4 + (fo/o) 924/ dp?,
and o is assumed to be constant.* If the latitudinal variation of f is neglected, the
quasi-geostrophic potential vorticity equation can then be expressed as

0 0
Bct] —VgeVg = —Ua—q = —kUQcoskx cosly

so that again setting x = 8<I>/8t,

1 Jo
Vix + =
VX

a_X — —kUQcos kx cosly (6.30)

which can be solved for the geopotential tendency. Letting
X (x,y, p,t) = X (p, t)coskxcosly

and substituting into (6.30) yields an equation for the vertical dependence of the
geopotential tendency:

X 2x=-2ruo (6.31)
dp? fo '

where 12 = (k2 +1 2) o fo_z. Equation (6.31) shows that potential vorticity advec-
tion at a given altitude will generate a response in the geopotential tendency whose
vertical scale (measured in pressure units) is A~!. Thus, for example, upper-level
vorticity advection associated with disturbances of large horizontal scale (small k)
will produce geopotential tendencies that extend down to the surface with little
loss of amplitude, whereas for disturbances of small horizontal scale the response
is confined close to the levels of forcing as shown in Fig. 6.11. In mathematical
terms, the differential operator in (6.31) spreads the response in the vertical so that
forcing at one altitude influences other altitudes.

4 Actually, o varies substantially with pressure even in the troposphere. However, the qualitative
discussion in this section would not be changed if we were to include this additional complication.
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Fig.6.11 Vertical spread of geopotential height tendencies forced by advection of a potential vorticity
anomaly that is confined above the 250-hPa level. The displayed height tendencies are
normalized by their value at the 100-hPa level. Solutions for zonal wavelength 2000 km
(left) and 6000 km (right). Here, | = 0,k = 27w/Ly, fo = 107%™ ! and ¢ = 2 x
1076m2 pa—2s72,

6.4 DIAGNOSIS OF THE VERTICAL MOTION

As shown in the previous section, prediction of the evolution of the geopoten-
tial distribution for adiabatic flow does not depend explicitly on the ageostrophic
motion. Nevertheless, the vertical velocity, which is strongly correlated with dis-
turbed weather conditions, is an important diagnostic field.

6.4.1 The Traditional Omega Equation

Because ¢, and Vare both defined in terms of ®(x, y, p, 1), the vorticity equation
(6.19) can be used to diagnose the w field provided that the fields of both & and
od/dt are known. The former is a primary product of operational weather anal-
ysis. However, because upper level analyses are generally available only twice
per day, the latter can only be crudely approximated from observations by taking
differences over 12 h. Despite this limitation, the vorticity equation method of esti-
mating o is usually more accurate than the continuity equation method discussed
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in Section 3.5.1. However, neither of these methods of estimating w uses the infor-
mation available in the thermodynamic energy equation. An alternative method of
estimating the vertical motion, called the omega equation, which utilizes both the
vorticity equation and the thermodynamic equation, is developed in this section.

To obtain the omega equation we take the horizontal Laplacian of (6.13b) to
yield

] EL
v w2 v, V() -0Vl — SV (6.32)
ap ap p
We next differentiate (6.21) with respect to p, yielding
] 9 1 2w
— (V) =—fo— | Ve V[ =V?0 2 6.33
i (7)== [V (grees)| v iigs e

Because the order of the operators on the left-hand side in (6.32) and (6.33) may
be reversed, the result of subtracting (6.32) from (6.33) is to eliminate y. After
some rearrangement of terms, we obtain the traditional omega equation

fo 9? Jo 1 oo
(7 82)md v )]

A B (6.34)

Although terms B and C in the omega equation (6.34) apparently have clear
interpretations as separate physical processes, in practice there is often a significant
amount of cancellation between them. They also are not invariant under a Galilean
transformation of the zonal coordinate. That is, adding a constant mean zonal
velocity will change the magnitude of each of these terms without changing the
net forcing of the vertical motion. For these reasons, an alternative approximate
form of the omega equation is often applied in synoptic analyses.

Employing the chain rule of differentiation yields for term B:

Jo 1o, 1o . IV2D
. [ap v(fov q>+f>}+avg V( 7 ) (6.35a)

and for term C:

1 3 (3D 3 (0D 1 EAAL
- (vzug)— = +(v2vg)— Z - 2v,.v
o dx \ dp ay \ ap o ap

(6.35b)
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The second terms in (6.35a) and (6.35b) are equal and opposite (hence
the cancellation referred to above), whereas the first term in (6.35b) is generally
much smaller than the first term in (6.35a). Thus, for adiabatic flow, the omega
equation (6.34) can be expressed approximately as

SO A P 1 o2
(v +?a_p2> ! [ 7 v(%v d>+f)} (6.36)

—_—
A

Equation (6.36) involves only derivatives in space. It is, therefore, a diagnos-
tic equation for the field of w in terms of the instantaneous @ field. The omega
equation, unlike the continuity equation, provides a method of estimating  that
does not depend on observations of the ageostrophic wind. In fact, direct wind
observations are not required at all; nor does the omega equation require infor-
mation on the vorticity tendency, as required in the vorticity equation method,
or information on the temperature tendency, as required in the adiabatic method
discussed in Section 3.5.2. Only observations of & at a single time are needed
to determine the w field using (6.36). The terms in (6.36), however, do employ
higher order derivatives than are involved in the other methods of estimating w.
Accurately estimating such terms from noisy observational data can be difficult.

The terms in (6.36) can be physically interpreted by first observing that the
differential operator on the left is very similar to the operator in term A of the ten-
dency equation (6.23) and hence tends to spread the response to a localized forcing.
Because the forcing in (6.36) tends to be a maximum in the midtroposphere, and w
is required to vanish at the upper and lower boundaries, for qualitative discussion it
is permissible to assume that w has sinusoidal behavior not only in the horizontal,
but also in the vertical:

w = Wysin (tp/ po) sinkx sinly (6.37)

we can then write

(V +f° )ww—[k%rlz (ﬁn)}o

o 9p? o\ po
which shows that the left side of (6.36) is proportional to —w. However, w is
proportional to —w so w < 0 implies upward vertical motion, and the left-hand
side of (6.36) is proportional to the vertical velocity. Thus, upward motion is
forced where the right-hand side of (6.36) is positive and downward motion is
forced where it is negative.

The right side of (6.36) represents the advection of absolute vorticity by the
thermal wind. To understand the role of this advective term in forcing vertical
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Fig. 6.12 Schematic 500-hPa height contours (solid lines), isotherms (dashed lines), and vertical
motion field (w > 0 dash-dot lines, w < 0 dotted lines) for a developing synoptic-scale
system. Upward motion occurs where vorticity decreases moving left to right along an
isotherm, and downward motion occurs where vorticity decreases moving left to right along
an isotherm.

motion, we again consider an idealized developing baroclinic system. Figure 6.12
indicates schematically the geopotential contours, isotherms, and vertical motion
field at 500 hPa for such a system. Due to the westward tilt of the system with
height, the 500-hPa geopotential field leads the isotherm pattern. Because the
thermal wind is parallel to the isotherms, the right side of (6.36) can be estimated
from the change of absolute vorticity along the isotherms. At 500 hPa the positive
relative vorticity advection is a maximum above the surface low, whereas negative
relative vorticity advection is strongest above the surface high. Thus, for a short-
wave system where relative vorticity advection is larger than the planetary vorticity
advection, the pattern of vertical motion at 500 hPa forced by the advection of
vorticity by the thermal wind has

A < 0 east of the 500-hPa ridge
v {[_ 9z v (et f):| > 0 east of the 500-hPa trough

Thus, there is rising motion above the surface low and subsidence above the sur-
face high. This pattern of vertical motion is in fact just what is required to produce
the thickness tendencies in the 500- to 1000-hPa layer above the surface highs
and lows. For example, above the surface low there is positive vorticity associated
with negative geopotential deviations, as vorticity is proportional to the Laplacian
of geopotential. Increasing vorticity thus implies a falling geopotential (x < 0).
Hence the 500- to 1000-hPa thickness is decreasing in that region. Because hori-
zontal temperature advection is small above the center of the surface low, the only
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way to cool the atmosphere as required by the thickness tendency is by adiabatic
cooling through the vertical motion field. Thus, the vertical motion maintains a
hydrostatic temperature field (i.e., a field in which temperature and thickness are
proportional) in the presence of differential vorticity advection. Without this com-
pensating vertical motion, either the vorticity changes at 500 hPa could not remain
geostrophic or the temperature changes in the 500- to 1000-hPa layer could not
remain hydrostatic.

To summarize, we have shown as a result of scaling arguments that for synoptic-
scale motions where vorticity is constrained to be geostrophic and temperature is
constrained to be hydrostatic, the vertical motion field is determined uniquely by
the geopotential field. Further, we have shown that this vertical motion field is just
that required to ensure that changes in vorticity will be geostrophic and changes in
temperature will be hydrostatic. These constraints, whose importance can hardly
be overemphasized, are elaborated in the next subsection.

6.4.2 The Q Vector

In order to better appreciate the essential role of the divergent ageostrophic motion
in quasi-geostrophic flow, it is useful to examine separately the rates of change,
following the geostrophic wind, of the vertical shear of the geostrophic wind and
of the horizontal temperature gradient.

On the midlatitude S-plane the quasi-geostrophic prediction equations may be

expressed simply as
Dgug

Tt — ﬁ)va — ,Byvg =0 (638)
Dyv
£L 4 foua + Byug =0 (6.39)
Dt
D,T J
Zet %P, 2 (6.40)
Dt R Cp
These are coupled by the thermal wind relationship
0 ROT 0 ROT
oE =S fEs_ZT (6.41a,b)
ap p oy ap p ox
or in vector form:
Vg R
fokx —= | = —VT (6.42)
ap P

Equations for the evolution of the thermal wind components are obtained by taking
partial derivatives with respect to p in (6.38) and (6.39), multiplying through by
fo, and applying the chain rule of differentiation in the advective part of the total
derivative to obtain
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D ou dug ou 0vg 0u av, v
S0t ) = St A I o+ oy (6.430)
Dt ap ap ox ap dy p p

Dy dvg dug dvg  Jvg dvg 2aua dug
—= — ) = — —=—t 4 —=_=2 — —=  (6.43b
Dt(foap> fo[ap ety oy |0, B (643

However, by the thermal wind relations (6.41a) and (6.41b), the first terms on the
right-hand side in each of these may be expressed, respectively, as

Y dug dug n dvg dug oT Bug 0T dug
0 ap ox ap dy D 8y ax  ox ay

BAETERTL AT T

dp 0x ap ady B_yg_ dx 0y

Using the fact that the divergence of the geostrophic wind vanishes,
dug[3x + dvg /3y =0 (6.44)

The above terms can be expressed, respectively, as

VT (6.452)

Qz___[augaTJF%g}:_gavg

dy dx dy dy p 0y

dug 0T  dvg T RV
Q1———[£ +$—}=—— £.Vr (6.45b)

dx ox dx dy
If we now take partial derivatives of (6.40) with respect to x and y, multiply the

results by Rp~!, and again apply the chain rule of differentiation to the advection
terms, we obtain

p 0x

D, RBT R (0uy,dT 0v, 0T d aJ

et 4 _ R (ougof | OVg 0L o 2® L KoY (6.462)
p ax dx 0x dx Jy dx  pox

Dy, R8T oue 0T  0vg T d aJ

et (el P00 L G20 K0 (6.46h)
pay dy ax ' dy dy dy  pay

Using the definitions of (6.45a,b), we can rewrite (6.43a,b) and (6.46a,b) as

D, dug _ 5 0V
Dt (fo 3p) =0t g,

ROT 01+ 8a)+/c8J (6.48)
= o — - .
Dt p8y 2 y

(6.47)
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D, dvg 0 0y dug

—= — | = - - — 6.49
D <fo 8p> 01—/ op foBy op (6.49)
Dy, (ROT do kdJ

(== )=01+0—+ -2 (6.50)
Dt \ p ox dx  pox

Suppose that O > 0 and that the thermal wind is westerly (dug/dp < 0 and
aT /9y < 0). Then from (6.47), Q> forces an increase in the westerly shear fol-
lowing the geostrophic motion (dug / dp becomes more negative). However, from
(6.48), 0> > 0 forces a positive change in the meridional temperature gradient
following the geostrophic motion (37 / 0y becomes less negative). 0> thus tends
to destroy the thermal wind balance between the vertical shear of the zonal wind
and the meridional temperature gradient. Similarly, O destroys the thermal wind
balance between vertical shear of the meridional wind and the zonal temperature
gradient. An ageostrophic circulation is thus required to keep the flow in approxi-
mate thermal wind balance.

Subtracting (6.47) from (6.48) and using (6.41a) to eliminate the total derivative
gives

ow 5 0V dvg Kk aJ
0gy gy By = =202 = (6:51)

Similarly, adding (6.50) to (6.49) and using (6.41b) to eliminate the total deriva-
tive gives
Kk 9J

u
- foﬂya—g =20 - —— (6.52)
p p ox

dw 00Uy

ax 0 ap

If we now take 9(6.52)/dx + 9(6.49)/0y and use (6.12) to eliminate the
ageostrophic wind, we obtain the Q vector form of the omega equation:

92 B
o V20 + fioe = 2V Q+ ff == — SV2 (6.53)
ap op p
where
R 3V, R 3V,
Q=(01.0)=———F=+VI,—— VT (6.54)
p ox p Ay

Equation (6.54) shows that vertical motion is forced by the sum of the divergence
of Q, the Laplacian of the diabatic heating, and a term related to the g effect that
is generally small for synoptic-scale motions. Unlike the traditional form of the
omega equation, the Q vector form does not have forcing terms that partly cancel.
The forcing of w for adiabatic flow can be represented simply by the pattern of the
Q vector. By the arguments of the last subsection, the left-hand side in (6.54) is
proportional to the vertical velocity. Hence, a convergent Q forces ascent, and a
divergent Q forces descent.
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The direction and magnitude of the Q vector at a given point on a weather map
can be estimated by referring the motion to a Cartesian coordinate system in which
the x axis is parallel to the local isotherm with cold air on the left. Then (6.51) can

be simplified to give
o _F(OTY (P _ s,
p \dy ox ox

where we have again used the fact that du,/dx = —0v,/dy. From the rules for
cross multiplication of unit vectors, the above expression for Q can be rewritten

. R ’ aT < 8Vg>
Q=—|—||kx — (6.55)
p|dy ax

Thus, the Q vector can be obtained by evaluating the vectorial change of V4
along the isotherm (with cold air on the left), rotating this change vector by 90°
clockwise, and multiplying the resulting vector by [07' /9 /.

The Q vector, and hence the forcing of vertical motion, can be estimated with
the aid of (6.55) from observations of ® and 7" on a single isobaric surface. Exam-
ples for two simple cases, both of which have temperature decreasing toward the
north, are shown in Figs. 6.13 and 6.14. Figure 6.13 shows an idealized pattern of
cyclones and anticyclones in a slightly perturbed westerly thermal wind. Near the
center of the low, the geostrophic wind change moving eastward along the isotherm
(i.e., with cold air to the left) is from northerly to southerly. Thus the geostrophic
wind change vector points northward, and a 90° clockwise rotation produces
a Q vector parallel to the thermal wind. In the highs, by the same reasoning,
the Q vectors are antiparallel to the thermal wind. The pattern of V « Q thus yields
descent in the region of cold air advection west of the trough, and ascent in the
warm air advection region east of the trough.

In the situation shown in Fig. 6.14, the geostrophic flow is confluent so that the
geostrophic wind increases eastward along the isotherms. In this case the vectorial

Fig. 6.13  Q vectors (bold arrows) for an idealized pattern of isobars (solid) and isotherms (dashed)
for a family of cyclones and anticyclones. (After Sanders and Hoskins, 1990.)
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Fig. 6.14 Orientation of Q vectors (bold arrows) for confluent (jet entrance) flow. Dashed lines are
isotherms. (After Sanders and Hoskins, 1990.)

change in Vy is parallel to the isotherms so that the Q vectors are normal to
the isotherms and are directed up the temperature gradient. Again rising motion
occurs where the Q vectors are convergent. Because such rising motion must imply
vorticity stretching in the column below, cyclonic vorticity will tend to increase
below a region of upper level convergent Q vectors.

6.4.3 The Ageostrophic Circulation

In the traditional form of quasi-geostrophic theory given in Section 6.3, the
ageostrophic velocity component is not explicitly determined. Rather, its role in the
secondary vertical circulation is implicitly included through diagnostic determi-
nation of the w vertical motion field. Some dynamical aspects of the ageostrophic
motion are not, however, obvious from the analysis of vertical motion alone. In
particular, in some synoptic situations, advection by the ageostrophic wind may
be important in the evolution of the temperature and vorticity fields.

Because the ageostrophic wind generally has both irrotational and nondivergent
components, the total ageostrophic flow field cannot be obtained from knowledge
of the divergence alone. Rather, itis necessary to use the quasi-geostrophic momen-
tum equation (6.11). If for simplicity we neglect the g effect and solve (6.11) for
the ageostrophic wind, we obtain

1. DV . Ay 4
Vazﬁkxlg)—tngo (kxa—f)+fo kx[(VgeV)V,] (6.56)

which shows that in the Northern Hemisphere the ageostrophic wind vector is
directed to the left of the geostrophic acceleration following the geostrophic motion.
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Fig. 6.15 [Isallobaric and advective contributions to the ageostrophic wind for baroclinic waves in
westerlies. Solid ellipses indicate perturbation geopotential patterns at 300 and 850 hPa.
Dashed ellipses show a geopotential tendency pattern with positive and negative tendencies
indicated by + and — signs, respectively. The mean zonal flow distribution in which the waves
are embedded is indicated on the right for each level. Solid arrows show the isallobaric part
of the ageostrophic wind, and open arrows show the advective part. (Adapted from Lim et
al., 1991.)

The forcing of the ageostrophic wind can be divided conveniently into the two
terms on the right in (6.56). The first term is referred to as the isallobaric wind. It
can be shown easily to be proportional to the gradient of the geopotential tendency
(see Problem 13) and is directed down the gradient of the tendency field. This
contribution to V, is shown schematically for a baroclinic wave disturbance by
the black arrows in Fig. 6.15. The second term on the right in (6.54) may be called
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the advective part of the ageostrophic wind. For baroclinic waves in the jetstream
the advective term is dominated by zonal advection so that

kx[(Vge V)V ]~u— (kx V)= —f(;la% (V)

a
ax
where u is the mean zonal flow, and we have used the definition of the geostrophic
wind (6.7). The advective contribution to the ageostrophic flow is shown by the
open arrows in Fig. 6.15. Note that due to the strong jetstream at 300 hPa at
the center of the waves the advective contribution dominates over the isallobaric
contribution. On the flanks of the waves at 300 hPa the two contributions are of
comparable amplitude so that the net ageostrophic wind is small. At the 850-hPa
level, however, the two contributions nearly cancel at the center of the perturba-
tions, whereas the advective contribution is nearly zero on the flanks. The net result
is that the ageostrophic motion for baroclinic waves is primarily zonal in the upper
troposphere and primarily meridional in the lower troposphere.

6.5 IDEALIZED MODEL OF A BAROCLINIC DISTURBANCE

Section 6.2 showed that for synoptic-scale systems the fields of vertical motion
and geopotential tendency are determined to a first approximation by the three-
dimensional distribution of geopotential. The results of our diagnostic analyses
using the geopotential tendency and omega equations can now be combined to
illustrate the essential structural characteristics of a developing baroclinic wave.

In Fig. 6.16 the relationship of the vertical motion field to the 500- and 1000-hPa
geopotential fields is illustrated schematically for a developing baroclinic wave.
Also indicated are the physical processes that give rise to the vertical circulation
in various regions.

Additional structural features, including those that can be diagnosed with the
tendency equation, are summarized in Table 6.1. In Table 6.1 the signs of various
physical parameters are indicated for vertical columns located at the position of
(A) the 500-hPa trough, (B) the surface low, and (C) the 500-hPa ridge. It can be
seen from Table 6.1 that in all cases the vertical motion and divergence fields act
to keep the temperature changes hydrostatic and vorticity changes geostrophic in
order to preserve thermal wind balance.

Following the nomenclature of Chapter 5, we may regard the vertical and diver-
gent ageostrophic motions as constituting a secondary circulation imposed by the
simultaneous constraints of geostrophic and hydrostatic balance. The secondary
circulation described in this chapter is, however, completely independent of the
circulation driven by boundary layer pumping. In fact, it is observed that in midlat-
itude synoptic-scale systems, the vertical velocity forced by frictional convergence
in the boundary layer is generally much smaller than the vertical velocity due to
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Fig. 6.16 Secondary circulation associated with a developing baroclinic wave: (top) schematic
500-hPa contour (solid line), 1000-hPa contours (dashed lines), and surface fronts;
(bottom) vertical profile through line II” indicating the vertical motion field.

differential vorticity advection. For this reason we have neglected boundary layer
friction in developing the equations of the quasi-geostrophic system.

It is also of interest to note that the secondary circulation in a developing baro-
clinic system always acts to oppose the horizontal advection fields. Thus, the
divergent motions tend partly to cancel the vorticity advection, and the adiabatic
temperature changes due to vertical motion tend to cancel partly the thermal advec-
tion. This tendency of the secondary flow to cancel partly the advective changes has
important implications for the flow evolution. These are discussed in Chapter 8.

It should now be clear that a secondary divergent circulation is necessary to
satisfy the twin constraints of geostrophic and hydrostatic balance for a baroclinic
system. Without such a circulation, geostrophic advection tends to destroy the ther-
mal wind balance. The secondary circulation is itself forced, however, by slight
departures from geostrophy. Referring again to Fig. 6.16, we see that in the region
of the upper-level trough (column A), cold advection causes the geopotential height
to fall and thus intensifies the horizontal pressure gradient. The wind, therefore,
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Table 6.1 Characteristics of a Developing Baroclinic Disturbance

Physical A B C
parameter 500-hPa trough Surface low 500-hPa ridge
a(5d)/ot Negative (thickness Negative Positive (thickness
(500-1000 hPa) advection partly (adiabatic advection partly
canceled by cooling) canceled by
adiabatic warming) adiabatic cooling)
w (500 hPa) Negative Positive Positive
ad/ot Negative Negative Positive
(500 hpa) (differential (vortity (differential
thickness advection) advection) thickness advection)
9¢g/0t Negative Positive Positive
(1000 hPa) (divergence) (convergence) (convergence)
0¢g/0t Positive Positive Negative
(500 hPa) (convergence) (advection partly (divergence)
canceled by
divergence)

becomes slightly subgeostrophic and experiences an acceleration across the iso-
bars toward lower pressure. This cross isobaric ageostrophic wind component is
responsible for the convergence spins up the vorticity in the upper troposphere
so that it adjusts geostrophically to the new geopotential distribution. In terms
of the momentum balance, the cross isobaric flow is accelerated by the pressure
gradient force so that the wind speed adjusts back toward geostrophic balance. In
the region of the upper level ridge, analogous arguments apply, but in this case
the ageostrophic flow leads to a divergent secondary circulation. In both cases,
as shown in Chapter 8, the ageostrophic flow toward lower pressure is associated
with conversion of energy from potential energy to kinetic energy.

PROBLEMS

6.1. Show that the static stability parameter 0 = —d1n6 / dp may be written
in terms of @ as

2d 19 (R . 1 9 R\ 39
co=———|—— ==|—--) =
ap>  pap \¢p p* \dlnp ¢,/ dlnp

6.2. Show that for an isothermal atmosphere o, as defined in Problem 6.1, varies

inversely as the square of the pressure.

6.3. Suppose that on the 500-hPa surface the relative vorticity at a certain location
at 45° N latitude is increasing at a rate of 3 x10%s~! per 3 h. The wind
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6.4.

6.5.

6.6.

6.7.

is from the southwest at 20 m s~ 'and the relative vorticity decreases toward
the northeast at a rate of 4 x 107 s~ !per 100 km. Use the quasi-geostrophic
vorticity equation to estimate the horizontal divergence at this location on a

B-plane.

Given the following expression for the geopotential field
D=y (p)+cfo {—y[cos (wp/po) + 11+ kL sink (x — ct)}

where @ is a function of p alone, ¢ is a constant speed, k a zonal wave
number, and pp = 1000 hPa (a) Obtain expressions for the corresponding
geostrophic wind and relative vorticity fields. (b) Obtain an expression for the
relative vorticity advection. (c) Use the quasi-geostrophic vorticity equation
to obtain the horizontal divergence field consistent with this @ field. (Assume
that d f/dy = 0.) (d) Assuming that w(pg) = 0, obtain an expression for
w(x, y, p, t) by integrating the continuity equation with respect to pressure.
(e) Sketch the geopotential fields at 750 and 250 hPa. Indicate regions of
maximum divergence and convergence and positive and negative vorticity
advection.

For the geopotential distribution of Problem 6.4, obtain an expression for @
by using the adiabatic form of the thermodynamic energy equation (6.13b).
Assume that o is a constant. For what value of & does this expression for @
agree with that obtained in Problem 6.47

As an additional check on the results of Problems 6.4 and 6.5, use the approx-
imate omega equation (6.36) to obtain an expression for w. Note that the
three expressions for w agree only for one value of k. Thus, for given values
of o and fj, the geopotential field ®(x, y, p, ¢) of Problem 6.4 is consis-
tent with quasi-geostrophic dynamics only for one value of the zonal wave
number.

Suppose that the geopotential distribution at a certain time has the form
@ (x, y. p) = o (p) = foUoycos (wp/ po) + fock™" sinkx

where Up is a constant zonal speed and all other constants are as in
Problem 6.4. Assuming that fand o are constants, show by evaluating the
terms on the right-hand side of the tendency equation (6.23) that y = 0
provided that k2 = o~ ( fo7r/ po)*. Make qualitative sketches of the geopo-
tential fields at 750 and 250 hPa for this case. Indicate regions of maximum
positive and negative vorticity advection at each level. (Note: the wavelength
corresponding to this value of & is called the radius of deformation.)
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6.8.

6.9.

6.10.

6.11.

6.12.

6.13.
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For the geopotential field of Problem 6.7, use the omega equation (6.36)
to find an expression for w for the conditions in which x = 0. Hint: Let
w = Wycoskxsin(m p/ pg) where Wy is a constant to be determined. Sketch
a cross section in the x, p plane indicating trough and ridge lines, vorticity
maxima and minima, vertical motion and divergence patterns, and locations
of maximum cold and warm temperature advection.

Given the following expression for the geopotential field,

@ (r. . p) = Do (p) + fo [~Uy+ k™' cos Grp/ po) sink (x — 1)

where U, V', and c are constant speeds, use the quasi-geostrophic vorticity
equation (6.19) to obtain an estimate of w. Assume that df/dy = B is a
constant (not zero) and that w vanishes for p = py.

For the conditions given in Problem 6.9, use the adiabatic thermodynamic
energy equation to obtain an alternative estimate for w. Determine the value
of ¢ for which this estimate of w agrees with that found in Problem 6.9.

For the conditions given in Problem 6.9, use the omega equation (6.36) to
obtain an expression for w. Verify that this result agrees with the results
of Problems 6.9 and 6.10. Sketch the phase relationship between ® and
w at 250 and 750 hPa. What is the amplitude of wif 8 =2 x 10~ ! m~1s~1,
U=2ms L,V =8ms 'k = 27/(10°km), fo = 107*s7 !, 0 =
2 x 107°Pa=2m?s~2, and pp = 1000 hPa?

Compute the Q vector distributions corresponding to the geopotential fields
given in Problems 6.4 and 6.7.

Show that the isallobaric wind may be expressed in the form
)
Visall = _f(‘) VX

where y = 0®/0dt.

MATLAB EXERCISES

Mé6.1. Suppose that the 500-hPa geopotential field has the following structure

(expressed in m2s~1):
® =55x%x10*=Upfoy+Vfok 'sinlk (x —ct)]cosly

where Uy =30m/s, fo=1.0x10"*s7, ¥V =25ms™ !, ¢ =25ms™!,
k = (2r/Ly), and | = 27 /L, where Ly = 6 x 10°® m and L, =
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Me.2.

Mb6.3.

Mo.4.

4 x 10% m. The MATLAB script Chapter_6_plotl.m produces a contour
plot of the corresponding geopotential height field and provides a template
that can be modified to produce vector and contour plots of various fields
computed for this geopotential distribution in the domain —3000km <
x < 43000km, —1000 < y < 1000 km. The template shows a contour
plot of ® and a quiver plot of the zonal mean wind Uy. Derive the symbolic
expression for each of the fields in parts (a)-(d) and plot the horizontal
distributions in MATLAB. (a) Solve for the x and y components of the
geostrophic wind; plot as a quiver plot for time # = 0. (b) Solve for the
geostrophic relative vorticity and plot as a contour plot for time ¢ = 0. (c)
Solve for the relative vorticity advection by the mean zonal wind and plot as
acontour plot fortime = 0.(d) Assuming that 8 = 1.67x 10~ ' m~1 s,
solve for the planetary vorticity advection and plot as a contour plot for
time ¢ = 0.

For the situation of Problem M6.1: (a) Use the quasi-geostrophic vorticity
equation to solve for the divergence field at 500 hPa and plot the vorticity
tendency, absolute vorticity advection, and divergence fields as contour
plots for time + = 0 using MATLAB. (b) What is the phase difference
between the divergence field and the vorticity field? Explain in physical
terms (referring to the vorticity balance) why the divergence field has the
phase relationship to vorticity that you observe.

Equations (6.16) and (6.17) can be solved for the ageostrophic wind (g, v,)
if the geostrophic wind components are known. For the situation of Prob-
lem M6.1, solve for the ageostrophic wind. For simplicity you may approxi-
mate the advective terms by letting Vg o Vi, ~ Uaug/ax and Vg e Vy, &
Udvg / dx. Note that the ageostrophic wind has both a divergent and a
nondivergent part. (The nondivergent part of the ageostrophic wind in this
example is proportional to the f-effect.) Compute the divergence of the
ageostrophic wind and plot as a contour map in MATLAB. Compare with
the results of Problem M6.2. Plot the divergent part of the ageostrophic
wind as a quiver plot in MATLAB for time ¢ = 0. Compute the vorticity of
the ageostrophic wind and plot as a contour map in MATLAB. Overlay this
plot with a quiver plot showing the nondivergent part of the ageostrophic
wind. Explain why vorticity has an ageostrophic component in this case.

The MATLAB script pv_anomaly.m contains code to compute and plot
the vertical distribution of the geopotential anomaly induced by quasi-
geostrophic potential vorticity advection confined to above the 250-hPa
level. The example given in Fig. 6.11 is for an infinite meridional scale.
Modify the code to compute the dependence of the ratio of the response at
the 600-hPa level to the response at the 100-hPa level for zonal wavelength
6000 km as the meridional scale is varied from 12,000 to 1000 km. Plot
your results as a line graph in MATLAB.
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Mb6.5. Consider a modification of the stationary geopotential field given in Prob-
lem 6.7:

® (x, y, p) = Do(p) — foUpycos (np/po) + fo Vk~'sin (kx) cos(ly)
where @y is the standard atmosphere geopotential, f = 1.0 x 10~*s~1,
Up=35ms™ ',V =20ms™ !,k = Qn/L)with L = 6.0 x 10°m,/ =
1.5k, and pp = 1000 hPa. Note that in this case the mean zonal wind is
negative in the lower troposphere and positive in the upper troposphere.
Again the domain of interest is —3000km < x < +3000km, —1000 <
»y < 1000 km. (a) Neglecting the -effect, show by evaluating the terms on
the right-hand side of the tendency equation (6.23) that the tendency van-
ishes provided that K> = k2 + 1> = o~ (fomr/ p0)? (where the static
stability o is treated here as a constant whose magnitude is given by
this formula). (b) Use MATLAB to plot maps of the geopotential height
(Z = ®/g) distributions at the 750- and 250-hPa levels assuming that the
mean geopotential height is 2500 m at 750 hPa and 10,000 m at 250 hPa.
(c) For the conditions given above, find an expression for the horizontal
divergence and overlay maps of the divergence fields at 750 and 250 hPa
on the geopotential height maps of part (b). Explain the phase relationships
between the divergence and height fields at each level.

Mé6.6. Forthe geopotential distribution of the previous problem, use the traditional
omega equation (6.34) to find an expression for @ for the conditions in
which the geopotential tendency vanishes [i.e., for K> =o' (forr/ po)z]
as shown in the problem earlier. The best approach is to use a trial solution
of the form w = W cos (kx) cos (Iy) sin (wp/ po) where Wy is a constant
to be determined. If you substitute this trial form into the left side of (6.34)
you can solve for Wy. (a) Use MATLAB to plot vertical cross sections of
the divergence, the vertical motion, and the vorticity fields for this situation
at y = 0. The script Chapter_6_plot2.m provides a template for contour
plotting vertical cross sections for this situation. (b) Derive an expression
for the thickness advection for this case. Use MATLAB to plot a vertical
cross section of the thickness advection. Describe the phase relationship
between thickness advection and vertical velocity and relate these to the
balance in the thermodynamic energy equation (6.21).

Suggested References

‘Wallace and Hobbs, Atmospheric Science: An Introductory Survey, has an excellent introductory level
description of the observed structure and evolution of midlatitude synoptic-scale disturbances.

Bluestein, Synoptic-Dynamic Meteorology in Midlatitudes, Vol. 11, has a comprehensive treatment of
midlatitude synoptic disturbances at the graduate level.
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Blackburn (1985) Interpretation of Ageostrophic Winds and Implications for Jetstream Maintenance,
discusses the differences between variable f (VF) and constant f (CF) ageostrophic motion.
Durran and Snellman (1987) illustrate the application of both traditional and Q vector forms of the
omega equation in diagnosing the vertical motion of an observed system.

Sanders and Hoskins (1990) show how the distribution of Q vectors can easily be visualized on realistic
weather maps.

Pedlosky, Geophysical Fluid Dynamics, 2nd Edition, presents a detailed formal derivation of the quasi-
geostrophic system with applications to both the atmosphere and the oceans.



CHAPTER 7

Atmospheric Oscillations:
Linear Perturbation Theory

Chapter 13 discusses numerical techniques for solving the equations governing
large-scale atmospheric motions. If the objective is to produce an accurate fore-
cast of the circulation at some future time, a detailed numerical model based on
the primitive equations and including processes such as latent heating, radiative
transfer, and boundary layer drag should produce the best results. However, the
inherent complexity of such a model generally precludes any simple interpretation
of the physical processes that produce the predicted circulation. If we wish to gain
physical insight into the fundamental nature of atmospheric motions, it is helpful to
employ simplified models in which certain processes are omitted and compare the
results with those of more complete models. This is, of course, just what was done
in deriving the quasi-geostrophic model. However, the quasi-geostrophic potential
vorticity equation is still a complicated nonlinear equation that must be solved
numerically. It is difficult to gain an appreciation for the processes that produce
the wave-like character observed in many meteorological disturbances through the
study of numerical integrations alone.

This chapter discusses the perturbation method, a simple technique that is useful
for qualitative analysis of atmospheric waves. We then use this method to examine

182
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several types of waves in the atmosphere. In Chapter 8 the perturbation theory is
used to study the development of synoptic-wave disturbances.

7.1 THE PERTURBATION METHOD

In the perturbation method, all field variables are divided into two parts, a basic
state portion, which is usually assumed to be independent of time and longitude,
and a perturbation portion, which is the local deviation of the field from the basic
state. Thus, for example, if u designates a time and longitude-averaged zonal
velocity and u’ is the deviation from that average, then the complete zonal velocity
field is u(x, t) = u + u’(x, t). In that case, for example, the inertial acceleration
udu/0x can be written

ou N0 ., _ou
uax—(u—i—u)ax(u—i—u)—u +u
The basic assumptions of perturbation theory are that the basic state variables
must themselves satisfy the governing equations when the perturbations are set
to zero, and the perturbation fields must be small enough so that all terms in the
governing equations that involve products of the perturbations can be neglected.
The latter requirement would be met in the above example if |u'/u] < 1 so that

|ﬁau’/8x| > |u’8u’/8x|

If terms that are products of the perturbation variables are neglected, the nonlin-
ear governing equations are reduced to linear differential equations in the pertur-
bation variables in which the basic state variables are specified coefficients. These
equations can then be solved by standard methods to determine the character and
structure of the perturbations in terms of the known basic state. For equations
with constant coefficients the solutions are sinusoidal or exponential in charac-
ter. Solution of perturbation equations then determines such characteristics as the
propagation speed, vertical structure, and conditions for growth or decay of the
waves. The perturbation technique is especially useful in studying the stability
of a given basic state flow with respect to small superposed perturbations. This
application is the subject of Chapter 8.

7.2 PROPERTIES OF WAVES

Wave motions are oscillations in field variables (such as velocity and pressure)
that propagate in space and time. In this chapter we are concerned with linear
sinusoidal wave motions. Many of the mechanical properties of such waves are
also features of a familiar system, the linear harmonic oscillator. An important
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property of the harmonic oscillator is that the period, or time required to execute
a single oscillation, is independent of the amplitude of the oscillation. For most
natural vibratory systems, this condition holds only for oscillations of sufficiently
small amplitude. The classical example of such a system is the simple pendulum
(Fig. 7.1) consisting of a mass M suspended by a massless string of length /, free to
perform small oscillations about the equilibrium position # = 0. The component
of the gravity force parallel to the direction of motion is —Mgsin 6. Thus, the
equation of motion for the mass M is

Mldze Mgsin 6
— = —Mgsin
dt?

Now for small displacements, sin 6 ~ 6 so that the governing equation becomes

d?e
T 120 =0 (7.1)

where v? = g/1. The harmonic oscillator equation (7.1) has the general solution
0 = 61 cos vt + 6, sin vt = Gy cos (Vi — )

where 61, 6>, 0y, and o are constants determined by the initial conditions (see
Problem 7.1) and v is the frequency of oscillation. The complete solution can thus
be expressed in terms of an amplitude 6y and a phase ¢ () = vt — «. The phase
varies linearly in time by a factor of 27 radians per wave period.

Propagating waves can also be characterized by their amplitudes and phases.
In a propagating wave, however, phase depends not only on time, but on one or
more space variables as well. Thus, for a one-dimensional wave propagating in
the x direction, ¢(x, t) = kx — vt — «. Here the wave number, k, is defined as
27 divided by the wavelength. For propagating waves the phase is constant for an

Fig. 7.1 A simple pendulum.
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observer moving at the phase speed ¢ = v/ k. This may be verified by observing
that if phase is to remain constant following the motion,

D¢ D

—(kx—vt—a):k&—vzo
Dt Dt Dt
Thus, Dx/Dt = ¢ = v/k for phase to be constant. For v > 0 and k¥ > 0
we have ¢ > 0. In that case if « = 0, ¢ = k (x — ct), so that x must increase
with increasing ¢ for ¢ to remain constant. Phase then propagates in the positive
direction as illustrated for a sinusoidal wave in Fig. 7.2.

7.2.1 Fourier Series

The representation of a perturbation as a simple sinusoidal wave might seem an
oversimplification since disturbances in the atmosphere are never purely sinu-
soidal. It can be shown, however, that any reasonably well-behaved function of
longitude can be represented in terms of a zonal mean plus a Fourier series of
sinusoidal components:

fx) = Z (Ay sin ksx + B cos kx) (7.2)

s=1

where ky = 2ms/L is the zonal wave number (units m~D), L is the distance
around a latitude circle, and s, the planetary wave number, is an integer designating
the number of waves around a latitude circle. The coefficients A are calculated
by multiplying both sides of (7.2) by sin(2wnx /L), where n is an integer, and
integrating around a latitude circle. Applying the orthogonality relationships

/L . 2msx . 2mnx 0, s #n
sin sin ——dx =
0 L L L2, s=n

Fig. 7.2 A sinusoidal wave traveling in the positive x direction at speed c. (Wave number is assumed
to be unity.)
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we obtain

2 L 2
ASZZ,/O f (x)sin anxdx

In a similar fashion, multiplying both sides in (7.2) by cos(2znx /L) and inte-
grating gives
2
SX
L

2 L
By = Z./o f (x)cos

Ay and By are called the Fourier coefficients, and
fs (x) = Agsinkgx + By cos kgx (7.3)

is called the sth Fourier component or sth harmonic of the function f(x). If the
Fourier coefficients are computed for, say, the longitudinal dependence of the
(observed) geopotential perturbation, the largest amplitude Fourier components
will be those for which s is close to the observed number of troughs or ridges
around a latitude circle. When only qualitative information is desired, it is usually
sufficient to limit the analysis to a single typical Fourier component and assume
that the behavior of the actual field will be similar to that of the component. The
expression for a Fourier component may be written more compactly by using
complex exponential notation. According to the Euler formula

exp (i¢) = cos¢ +ising
where i = (—1)!/2 is the imaginary unit. Thus, we can write

f? (x) = Re[Cy exp (iksx)]

. (7.4)
= Re[Ccoskgx + iCy sinkgx ]

where Re[ ] denotes “real part of” and Cis a complex coefficient. Comparing (7.3)
and (7.4) we see that the two representations of f;(x) are identical, provided that

B, =Re[Cs;] and A4, = —Im[C;]

where Im[ ] stands for “imaginary part of.” This exponential notation will generally
be used for applications of the perturbation theory below and also in Chapter 8.

7.2.2 Dispersion and Group Velocity

A fundamental property of linear oscillators is that the frequency of oscillation v
depends only on the physical characteristics of the oscillator, not on the motion
itself. For propagating waves, however, v generally depends on the wave number
of the perturbation as well as the physical properties of the medium. Thus, because
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¢ = v/k, the phase speed also depends on the wave number except in the special
case where v o k. For waves in which the phase speed varies with &, the various
sinusoidal components of a disturbance originating at a given location are at a
later time found in different places, that is, they are dispersed. Such waves are
referred to as dispersive, and the formula that relates v and & is called a dispersion
relationship. Some types of waves, such as acoustic waves, have phase speeds
that are independent of the wave number. In such nondispersive waves a spatially
localized disturbance consisting of a number of Fourier wave components (a wave
group) will preserve its shape as it propagates in space at the phase speed of the
wave.

For dispersive waves, however, the shape of a wave group will not remain con-
stant as the group propagates. Because the individual Fourier components of a
wave group may either reinforce or cancel each other, depending on the relative
phases of the components, the energy of the group will be concentrated in limited
regions as illustrated in Fig. 7.3. Furthermore, the group generally broadens in the
course of time, that is, the energy is dispersed.

When waves are dispersive, the speed of the wave group is generally different
from the average phase speed of the individual Fourier components. Hence, as
shown in Fig. 7.4, individual wave components may move either more rapidly or
more slowly than the wave group as the group propagates along. Surface waves
in deep water (such as a ship wake) are characterized by dispersion in which
individual wave crests move twice as fast as the wave group. In synoptic-scale
atmospheric disturbances, however, the group velocity exceeds the phase velocity.
The resulting downstream development of new disturbances will be discussed later.

An expression for the group velocity, which is the velocity at which the observ-
able disturbance (and hence the energy) propagates, can be derived as follows:
We consider the superposition of two horizontally propagating waves of equal
amplitude but slightly different wavelengths with wave numbers and frequencies
differing by 26k and 28v, respectively. The total disturbance is thus

W (x,t) =expf{i[(k+8k)x — (v+v)t]} +exp{i [(k — k) x — (v — Sv) t]}

PN A AVAVA'E X\
N R

/\/\ VA

VA YAV

Fig.7.3 Wave groups formed from two sinusoidal components of slightly different wavelengths. For
nondispersive waves, the pattern in the lower part of the diagram propagates without change
of shape. For dispersive waves, the shape of the pattern changes in time.
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(a) (b)
ct=0 ct=0 =~ /\ A
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\
\
ct=2n ct=n \/ZR\ —
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\
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Fig. 7.4 Schematic showing propagation of wave groups: (a) group velocity less than phase speed
and (b) group velocity greater than phase speed. Heavy lines show group velocity, and light
lines show phase speed.

where for brevity the Re[ ] notation in (7.4) is omitted, and it is understood that
only the real part of the right-hand side has physical meaning. Rearranging terms
and applying the Euler formula gives

v — [ei(akx—aw) + e—i(skx—svz)] ol tkx=vD)
‘ (1.5)
= 2cos (Skx — Svt) ! *¥—0

The disturbance (7.5) is the product of a high-frequency carrier wave of wave-
length 277/ k whose phase speed, v/, is the average for the two Fourier compo-
nents, and a low-frequency envelope of wavelength 27 /§k that travels at the speed
8v/8k. Thus, in the limit as §k — 0, the horizontal velocity of the envelope, or
group velocity, is just

Cgx = 0V/0k

Thus, the wave energy propagates at the group velocity. This result applies gener-
ally to arbitrary wave envelopes provided that the wavelength of the wave group,
21 /8k, is large compared to the wavelength of the dominant component, 25/ k.

7.3 SIMPLE WAVE TYPES

Waves in fluids result from the action of restoring forces on fluid parcels that
have been displaced from their equilibrium positions. The restoring forces may be
due to compressibility, gravity, rotation, or electromagnetic effects. This section
considers the two simplest examples of linear waves in fluids: acoustic waves and
shallow water gravity waves.



7.3 SIMPLE WAVE TYPES 189

7.3.1 Acoustic or Sound Waves

Sound waves, or acoustic waves, are longitudinal waves. That is, they are waves in
which the particle oscillations are parallel to the direction of propagation. Sound is
propagated by the alternating adiabatic compression and expansion of the medium.
Asan example, Fig. 7.5 shows a schematic section along a tube that has a diaphragm
at its left end. If the diaphragm is set into vibration, the air adjacent to it will be
alternately compressed and expanded as the diaphragm moves inward and outward.
The resulting oscillating pressure gradient force will be balanced by an oscillating
acceleration of the air in the adjoining region, which will cause an oscillating
pressure oscillation further into the tube, and so on. The result of this continual
adiabatic increase and decrease of pressure through alternating compression and
rarefaction is, as shown in Fig. 7.5, a sinusoidal pattern of pressure and velocity
perturbations that propagates to the right down the tube. Individual air parcels do
not, however, have a net rightward motion; they only oscillate back and forth while
the pressure pattern moves rightward at the speed of sound.

To introduce the perturbation method we consider the problem illustrated by
Fig. 7.5, that is, one-dimensional sound waves propagating in a straight pipe par-
allel to the x axis. To exclude the possibility of transverse oscillations (i.e., oscil-
lations in which the particle motion is at right angles to the direction of phase
propagation), we assume at the outset that v = w = 0. In addition, we eliminate
all dependence on y and z by assuming that # = u(x,¢). With these restrictions the
momentum equation, continuity equation, and thermodynamic energy equation
for adiabatic motion are, respectively,

Du 1ap_0

I 7.6
Dt pox (7.6)
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Fig. 7.5 Schematic diagram illustrating the propagation of a sound wave in a tube with a flexible
diaphragm at the left end. Labels H and L designate centers of high and low perturbation
pressure. Arrows show velocity perturbations. (b) The situation 1/4 period later than in (a)
for propagation in the positive x direction.
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190
UL (17)
Dt Pax T '
DIné
=0 (7.8)
Dt
where for this case D/ Dt = 9/9¢ 4+ ud/dx. Recalling from (2.44) and the ideal

gas law that potential temperature may be expressed as

0= (p/pR) (ps/ )"/

1000 hPa, we may eliminate 6 in (7.8) to give

where py =
1 DI Dl
_=2P 2Py (7.9)
y Dt Dt
where y = ¢, /c,. Eliminating p between (7.7) and (7.9) gives
(7.10)

1 Dlnp Bu_o
y Dt dx

The dependent variables are now divided into constant basic state portions
(denoted by overbars) and perturbation portions (denoted by primes):

= u+u'(x,1)
(7.11)

=P+ p(x, 1)
=p+p(x,0)

Substituting (7.11) into (7.6) and (7.10) we obtain

3 — / — / i — / 1 i — AN
(@ u) + (@) g @)+ oy (P p) =0
9~ / — / i — / — n 9 = n _
at(p+p)+(u+u)8x(p+p)+y(p+p)ax(u+u)_0
We next observe that provided | o /ﬁ| <« 1 we can use the binomial expansion to

approximate the density term as
/)

1 1 N
_—,=:<1+p:) %:<1—p:
o+po) » Iz 0 D
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Neglecting products of the perturbation quantities and noting that the basic state
fields are constants, we obtain the linear perturbation equations1

9 _a\, 1ap

9 a0 Lor _ 7.12
(ar+”ax>”+ﬁax (7.12)
AL D AL (7.13)
J— u— = .
or ax )P TV Py

Eliminating «’ by operating on (7.13) with (8 / ot +uad / 8x) and substituting from

(7.12), we get?

o L al L _YR¥D (7.14)
— u— —_— — = .
ot T ox) P T S ox2

which is a form of the standard wave equation familiar from electromagnetic
theory. A simple solution representing a plane sinusoidal wave propagating in x is

p = Aexplik (x — ct)] (7.15)

where for brevity we omit the Re{ } notation, but it is to be understood that only
the real part of (7.15) has physical significance. Substituting the assumed solution
(7.15) into (7.14), we find that the phase speed ¢ must satisfy

(—ike +iku)* — (yp/p) (ik)* =0

where we have canceled out the factor A4 exp [ik (x — ct)], which is common to
both terms. Solving for ¢ gives

c=u+(p/p)*=u+(yRT)" (7.16)

Therefore (7.15) is a solution of (7.14), provided that the phase speed satisfies
(7.16). According to (7.16) the speed of wave propagation relative to the zonal

current is ¢ — u = =cg, where ¢; = (y Rﬂ 172 is called the adiabatic speed of
sound.

LIt is not necessary that the perturbation velocity be small compared to the mean velocity for
linearization to be valid. It is only required that quadratic terms in the perturbation variables be small
compared to the dominant linear terms in (7.12) and (7.13).

2 Note that the squared differential operator in the first term expands in the usual way as

9 @ 2 5 - 92 L 32
9 g2y 9 Lg% 2
o T ox a2 " Marax T ax2
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The mean zonal velocity here plays only a role of Doppler shifting the sound
wave so that the frequency relative to the ground corresponding to a given wave
number k is

v=kc=ku=+cy)

Thus, in the presence of a wind, the frequency as heard by a fixed observer depends
on the location of the observer relative to the source. If # > 0 the frequency of a
stationary source will appear to be higher for an observer to the east (downstream)
of the source (¢ = u + ¢y) than for an observer to the west (upstream) of the source
c=u—cs.

7.3.2 Shallow Water Gravity Waves

As asecond example of pure wave motion we consider the horizontally propagating
oscillations known as shallow water waves. Shallow water gravity waves can exist
only if the fluid has a free surface or an internal density discontinuity. As shown
in the previous subsection, in acoustic waves the restoring force is parallel to the
direction of propagation of the wave. In shallow water gravity waves, however,
the restoring force is in the vertical so that it is transverse to the direction of
propagation.

The mechanism for propagation of gravity waves can be understood by consider-
ing water in a channel extending in the x direction with an oscillating paddle at the
origin. The back-and-forth oscillations of the paddle generate alternating upward
and downward perturbations in the free surface height, which produce alternating
positive and negative accelerations. These, in turn, lead to alternating patterns of
fluid convergence and divergence. The net result is a sinusoidal disturbance of the
free surface height, which moves toward the right, and has perturbation velocity
and free surface height exactly in phase as shown in Fig. 7.6. A similar sort of
disturbance could be set up moving toward the left, but in that case the velocity
and free surface height perturbations would be exactly 180° out of phase.

As a specific example we consider a fluid system consisting of two homoge-
neous incompressible layers of differing density as shown in Fig. 7.7. Waves may
propagate along the interface between the two layers. The assumption of incom-
pressibility is sufficient to exclude sound waves, and we can thus isolate the gravity
waves. If the density of the lower layer p; is greater than the density of the upper
layer po, the system is stably stratified. Because both p; and p; are constants, the
horizontal pressure gradient in each layer is independent of height if the pressure is
hydrostatic. This may be verified by differentiating the hydrostatic approximation

with respect to x:
a (dp ap
dz \ dx ax

For simplicity, we assume that there is no horizontal pressure gradient in the
upper layer. The pressure gradient in the lower layer can be obtained by vertical
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\J
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Fig. 7.6 Propagation of a surface gravity wave in a water channel generated by a paddle at the left
end. Symbols as in Fig. 7.5.

integration of the hydrostatic equation. For the points 4 and B shown in Fig. 7.7
we find, respectively,

p+dpi=p+pigdz=p+ p1g(0h/ox)sx
p+8p2=p+p2gdz=p+prg(dh/dx)sx

where 04 /0x is the slope of the interface. Taking the limit §x — 0, we obtain the
pressure gradient in the lower layer

lim

8x—0

(p+48p1) — (p+dp2) oh
3 = g0p—
X 0x

where §p = p; — p2.

o Bx
2 —_—
P P
hw
p+8p, p+3p,
P| h

Fig. 7.7 A two-layer fluid system.
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We assume that the motion is two dimensional in the x, z plane. The x momentum
equation for the lower layer is then

ou ou ou gép 0h

—tu—tw—=—"— 7.17
or Mox Y%z o1 Ox (7.17)
whereas the continuity equation is
u Jw
—+—=0 (7.18)
ox 0z

Now since the pressure gradient in (7.17) is independent of z, u will also be
independent of z provided that # # u(z) initially. Thus, (7.18) can be integrated
vertically from the lower boundary z = 0 to the interface z = /4 to yield

w (h) — w (0) = —h(du/ox)
However, w(#) is just the rate at which the interface height is changing,

" Dh  0oh n oh

w = —_—= — u—

Dt at ax

and w(0) = O for a flat lower boundary. Hence, the vertically integrated continuity
equation can be written

A (7.19)
ar " Vax Tax T ar Toax W T '

Equations (7.17) and (7.19) are a closed set in the variables u and . We now apply
the perturbation technique by letting

u=u+u, h=H+H

where % as before is a constant basic state zonal velocity and H is the mean depth
of the lower layer. The perturbation forms of (7.17) and (7.19) are then

ou'  _ou'  gbp N
M g8y (7.20)
ot ax p1 0x

on'  _an'  au
g L (7.21)

where we assume that H >> |4’| so that products of the perturbation variables can
be neglected.
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Eliminating " between (7.20) and (7.21) yields

9 3\? Hép 9*h’
Zyu—) w8200 (7.22)
at ax p1 Ox

which is a wave equation similar in form to (7.14). It is easily verified by direct
substitution that (7.22) has a solution of the form

h' = Aexplik(x — ct)]
where the phase speed c satisfies the relationship
— 1/2
c=u=x(gH3p/p1) (7.23)

If the upper and lower layers are air and water, respectively, then §p ~ p; and
the phase speed formula simplifies to

c=uzx.gH

The quantity »/gH is called the shallow water wave speed. It is a valid approx-
imation only for waves whose wavelengths are much greater than the depth of
the fluid. This restriction is necessary in order that the vertical velocities be small
enough so that the hydrostatic approximation is valid. For an ocean depth of 4 km,
the shallow water gravity wave speed is &~ 200 m s~!. Thus, long waves on the
ocean surface travel very rapidly. It should be emphasized again that this theory
applies only to waves of wavelength much greater than H. Such long waves are not
ordinarily excited by the wind stresses, but may be produced by very large-scale
disturbances such as earthquakes.>

Shallow water gravity waves may also occur at interfaces within the ocean where
there is a very sharp density gradient (diffusion will always prevent formation of
a true density discontinuity). In particular, the surface water is separated from the
deep water by a narrow region of sharp density contrast called the thermocline. If
the horizontal pressure gradient vanishes in the layer above the thermocline, then
(7.22) governs the displacement, /', of the thermocline from its mean height H.
If the density changes by an amount p/p; & 0.01, across the thermocline, then
from (7.23) the wave speed for waves traveling along the thermocline will be only
one-tenth of the surface wave speed for a fluid of the same depth.*

3 Long waves excited by underwater earthquakes or volcanic eruptions are called tsunamis.

4 Gravity waves propagating along an internal density discontinuity are sometimes referred to as
internal waves. We will, however, reserve that terminology for the vertically propagating waves con-
sidered in Section 7.4.
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7.4 INTERNAL GRAVITY (BUOYANCY) WAVES

‘We now consider the nature of gravity wave propagation in the atmosphere. Atmo-
spheric gravity waves can only exist when the atmosphere is stably stratified so that
a fluid parcel displaced vertically will undergo buoyancy oscillations (see Section
2.7.3). Because the buoyancy force is the restoring force responsible for gravity
waves, the term buoyancy wave is actually more appropriate as a name for these
waves. However, in this text we will generally use the traditional name gravity
wave.

In a fluid, such as the ocean, which is bounded both above and below, gravity
waves propagate primarily in the horizontal plane since vertically traveling waves
are reflected from the boundaries to form standing waves. However, in a fluid
that has no upper boundary, such as the atmosphere, gravity waves may propagate
vertically as well as horizontally. In vertically propagating waves the phase is a
function of height. Such waves are referred to as infernal waves. Although internal
gravity waves are not generally of great importance for synoptic-scale weather
forecasting (and indeed are nonexistent in the filtered quasi-geostrophic models),
they can be important in mesoscale motions. For example, they are responsible for
the occurrence of mountain lee waves. They also are believed to be an important
mechanism for transporting energy and momentum into the middle atmosphere,
and are often associated with the formation of clear air turbulence (CAT).

7.4.1 Pure Internal Gravity Waves

For simplicity we neglect the Coriolis force and limit our discussion to two-
dimensional internal gravity waves propagating in the x, z plane. An expression
for the frequency of such waves can be obtained by modifying the parcel theory
developed in Section 2.7.3.

Internal gravity waves are transverse waves in which the parcel oscillations are
parallel to the phase lines as indicated in Fig. 7.8. A parcel displaced a distance §s
along a line tilted at an angle « to the vertical as shown in Fig. 7.8 will undergo
a vertical displacement §z = dscosa . For such a parcel the vertical buoyancy
force per unit mass is just —N28z, as was shown in (2.52). Thus, the component
of the buoyancy force parallel to the tilted path along which the parcel oscillates
is just

—N25zcosa = —N? (6scosa)cosa = — (N cos a)2 8s

The momentum equation for the parcel oscillation is then

d? (s
d(ﬂs) — — (Ncosa)?8s (7.24)

which has the general solution §s = exp [%i (N cos«) ¢] . Thus, the parcels exe-
cute a simple harmonic oscillation at the frequency v = N cos «. This frequency
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Fig. 7.8 Parcel oscillation path (heavy arrow) for pure gravity waves with phase lines tilted at an
angle « to the vertical.

depends only on the static stability (measured by the buoyancy frequency N) and
the angle of the phase lines to the vertical.

The above heuristic derivation can be verified by considering the linearized equa-
tions for two-dimensional internal gravity waves. For simplicity, we employ the
Boussinesq approximation, in which density is treated as a constant except where
itis coupled with gravity in the buoyancy term of the vertical momentum equation.
Thus, in this approximation the atmosphere is considered to be incompressible,
and local density variations are assumed to be small perturbations of the constant
basic state density field. Because the vertical variation of the basic state density
is neglected except where coupled with gravity, the Boussinesq approximation is
only valid for motions in which the vertical scale is less than the atmospheric scale
height H(~ 8km).

Neglecting effects of rotation, the basic equations for two-dimensional motion
of an incompressible atmosphere may be written as

ou ou du 1ap —0

I 7.5
o T ax Tz T oax (7.25)
AL L AU Sy (7.26)
or  Max TV T ez 18T '
du ow
Py 727
8x+8z ( )
36 90 96
—4+u—4+w— =0 (7.28)

ar - oax dz
where the potential temperature 6 is related to pressure and density by

gzi(&)K
PR\ p

which after taking logarithms on both sides yields

Inf = yfl In p — In p + constant (7.29)
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We now linearize (7.25)—(7.29) by letting

p=po+p u=1u+u
p=p@+p w=uw (7.30)
0=0((+6

where the basic state zonal flow u and the density pg are both assumed to be
constant. The basic state pressure field must satisfy the hydrostatic equation

dp/dz= —pog (7.31)
while the basic state potential temperature must satisfy (7.29) so that
Inf = y_l Inp — In pg + constant (7.32)

The linearized equations are obtained by substituting from (7.30) into (7.25)-
(7.29) and neglecting all terms that are products of the perturbation variables. Thus,
for example, the last two terms in (7.26) are approximated as

10p 1 dp dp
p82+g_po+p’<dz+ 0z te
1 dp ! 1 0p 1 0p !
~__P(1_&>+_1+ _Law o
po dz £0

(7.33)
po 9z &= o 9z po

where (7.31) has been used to eliminate p. The perturbation form of (7.29) is
obtained by noting that

In |:§ <1 + i)] =y 'In [ﬁ <1 + g)] —In |:p0 <1 + p_’)} +const. (7.34)
0 P Po

Now, recalling that In(ab) = In(a) + In(d) and that In(1 4 ¢) =~ ¢ forany ¢ <« 1,
we find with the aid of (7.32) that (7.34) may be approximated by

9/ N 1 p/ p/
6 vypP M
Solving for p’ yields
9/ p/
PR —po=+ (7.35)
6 ¢
where c? Pv/po is the square of the speed of sound. For buoyancy wave

s = A
motions |p00’ / 0 | > | )4 / c? \; that s, density fluctuations due to pressure changes
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are small compared with those due to temperature changes. Therefore, to a first
approximation,

0'/6 =—p'"/po (7.36)
Using (7.33) and (7.36), the linearized version of the set (7.25)—(7.28), we can
write as
O palYu+ L% (7.37)
— u— u —_—— = .
ot ax po 0X
a _90 , 1ap o
— — ——— ——=g=0 7.38
<8t+u8x>w+po az eg (7.38)
ou’  ouw'
—+ — =0 7.39
ax + a9z ( )
ad a do
R U — 9/ T = 0 7.40
<3t+u8x> T (7.40)

Subtracting 8(7.37)/9z from 9(7.38)/9x, we can eliminate p’ to obtain

8 _a\ ow ou 96’
ial (o) _ET (7.41)
ot 0x 0x 0z 6 0x

which is just the y component of the vorticity equation.
With the aid of (7.39) and (7.40), «’ and 6’ can be eliminated from (7.41) to
yield a single equation for w':

9\ [/ 8w 592w
+U— + +N =0 (7.42)

at ox ax? 022 ax2

where N2 = g d In 6 /dzis the square of the buoyancy frequency, which is assumed
to be constant.’
Equation (7.42) has harmonic wave solutions of the form

/

w’ = Re [ exp(ip)] = wy cos ¢ — w; sing (7.43)

where w = w, + iw; is a complex amplitude with real part w, and imaginary part
w;, and ¢ = kx 4+ mz — vt is the phase, which is assumed to depend linearly on
z as well as on x and ¢. Here the horizontal wave number £ is real because the
solution is always sinusoidal in x. The vertical wave number m = m, + im; may,

5 Strictly speaking, N 2 cannot be exactly constantif pg is constant. However, for shallow disturbances
the variation of N2 with height is unimportant.
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however, be complex, in which case m, describes sinusoidal variation in z and m;
describes exponential decay or growth in z depending on whether m; is positive
or negative. When m is real, the total wave number may be regarded as a vector
k = (k, m), directed perpendicular to lines of constant phase, and in the direction
of phase increase, whose components, k = 27 /L, and m = 27/ L., are inversely
proportional to the horizontal and vertical wavelengths, respectively. Substitution
of the assumed solution into (7.42) yields the dispersion relationship

(v — k> <k2 + m2) _ N2 =0

so that

1/2
b=v— 7k =+Nk/ (k2 n m2) — £Nk/ k| (7.44)

where D, the infrinsic frequency, is the frequency relative to the mean wind. Here,
the plus sign is to be taken for eastward phase propagation and the minus sign for
westward phase propagation, relative to the mean wind.

If we let £k > 0 and m < O, then lines of constant phase tilt eastward with
increasing height as shown in Fig. 7.9 (i.e., for ¢ = kx +mzto remain constant as x
increases, z must also increase when k > 0 and m < 0). The choice of the positive
root in (7.44) then corresponds to eastward and downward phase propagation
relative to the mean flow with horizontal and vertical phase speeds (relative to the

s LA
21 o o A
o | el ~
Pl . »
ol & NP
W »
o 5 °

Horizontal distance —»

Fig. 7.9 Idealized cross section showing phases of pressure, temperature, and velocity perturbations
for an internal gravity wave. Thin arrows indicate the perturbation velocity field, blunt solid
arrows the phase velocity. Shading shows regions of upward motion.
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mean flow) given by ¢, = D/k and , ¢, = D/m respectively.® The components of
the group velocity, corand cg., however, are given by

] Nm?

Con = > =T £ Lm (7.452)
ok (k2 +m?)
3 — Nk

P LA L L (7.45b)

om (k2 +m2)3/2

where the upper or lower signs are chosen in the same way as in (7.44). Thus,
the vertical component of group velocity has a sign opposite to that of the verti-
cal phase speed relative to the mean flow (downward phase propagation implies
upward energy propagation). Furthermore, it is easily shown from (7.45) that the
group velocity vector is parallel to lines of constant phase. Internal gravity waves
thus have the remarkable property that group velocity is perpendicular to the direc-
tion of phase propagation. Because energy propagates at the group velocity this
implies that energy propagates parallel to the wave crests and troughs, rather than
perpendicular to them as in acoustic waves or shallow water gravity waves. In the
atmosphere, internal gravity waves generated in the troposphere by cumulus con-
vection, by flow over topography, and by other processes may propagate upward
many scale heights into the middle atmosphere, even though individual fluid parcel
oscillations may be confined to vertical distances much less than a kilometer.

Referring again to Fig. 7.9 it is evident that the angle of the phase lines to the
local vertical is given by

cosa = L,/(L? + L2)V? = +k/ (k> + m»)'V/? = +k/ |k|

Thus, b = +N cos « (i.e., gravity wave frequencies must be less than the buoy-
ancy frequency) in agreement with the heuristic parcel oscillation model (7.24).
The tilt of phase lines for internal gravity waves depends only on the ratio of
the intrinsic wave frequency to the buoyancy frequency, and is independent of
wavelength.

7.4.2 Topographic Waves

When air with mean wind speed u is forced to flow over a sinusoidal pattern of
ridges under statically stable conditions, individual air parcels are alternately dis-
placed upward and downward from their equilibrium levels and will thus undergo
buoyancy oscillations as they move across the ridges as shown in Fig. 7.10. In

6 Note that phase speed is not a vector. The phase speed in the direction perpendicular to constant
phase lines (i.e., the blunt arrows in Fig. 7.9) is given by 1)/(k2 + m?%)1/2 which is not equal to
(c',zC + cg) 172,
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Fig. 7.10 Streamlines in steady flow over an infinite series of sinusoidal ridges for the narrow ridge
case (a) and broad ridge case (b). The dashed line in (b) shows the phase of maximum
upward displacement. (After Durran, 1990.)

this case there are solutions in the form of waves that are stationary relative to the
ground [i.e, v = 0 in (7.43)]. For such stationary waves, w’ depends only on (x, z)
and (7.42) simplifies to

3w %w N?
( ox? T o7 ) Ty =0 (740

Substituting from (7.43) into (7.46) then yields the dispersion relationship
m? = NZ/E2 — K (7.47)

For given values of N, k, and u, (7.47) determines the vertical structure. Then
if 7] < N/k, (7.47) shows that m? > 0 (i.e., m must be real) and solutions of
(7.46) have the form of vertically propagating waves:

w' = wexp[i (kx +mz)]
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Here we see from (7.44) that if we set k¥ > 0 then for u > 0 we have 1 < 0 so
that m > 0, whereas for u < 0 we have m < 0. In the former situation the lower
signs apply on the right in (7.45a,b), whereas in the latter the upper signs apply. In
both cases the vertical phase propagation is downward relative to the mean flow,
and vertical energy propagation is upward.

When m? < 0,m = im; is imaginary and the solution to (7.46) will have the
form of vertically trapped waves:

w’ = Wexp (ikx) exp (—m;z)

Thus, vertical propagation is possible only when |uk|, the magnitude of the
frequency relative to the mean flow, is less than the buoyancy frequency. Stable
stratification, wide ridges, and comparatively weak zonal flow provide favorable
conditions for the formation of vertically propagating topographic waves (m real).
Because the energy source for these waves is at the ground, they must transport
energy upward. Hence, the phase speed relative to the mean zonal flow must have
a downward component. Thus if % > 0, lines of constant phase must tilt westward
with height. When m is imaginary, however, the solution (7.43) has exponential
behavior in the vertical with an exponential decay height of 1!, where p = |m].
Boundedness as z — oo requires that we choose the solution with exponential
decay away from the lower boundary.

In order to contrast the character of the solutions for real and imaginary m, we
consider a specific example in which there is westerly mean flow over topography
with a height profile given by

h(x) = hyrcoskx

where /y is the amplitude of the topography. Then because the flow at the lower
boundary must be parallel to the boundary, the vertical velocity perturbation at the
boundary is given by the rate at which the boundary height changes following the
motion:

w' (x,0) = (Dh/Dt)

o ® woh [dx = —ukh py sin kx

and the solution of (7.46) that satisfies this condition can be written
_ —uh ke " sinkx, uk > N

wx, 2) = { —uhpyksin (kx +mz), uk <N } (7.48)

For fixed mean wind and buoyancy frequency, the character of the solution
depends only on the horizontal scale of the topography. The two cases of (7.48) may
be regarded as narrow ridge and wide ridge cases, respectively, since for specified
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values of  and N the character of the solution is determined by the zonal wave
number k. The streamline patterns corresponding to these cases for westerly flow
are illustrated in Fig. 7.10. In the narrow ridge case (Fig. 7.10a), the maximum
upward displacement occurs at the ridge tops, and the amplitude of the disturbance
decays with height. In the wide ridge case (Fig. 7.10b), the line of maximum upward
displacement tilts back toward the west (m > 0), and amplitude is independent of
height consistent with an internal gravity wave propagating westward relative to
the mean flow.

Alternatively, for fixed zonal wave number and buoyancy frequency the
solution depends only on the speed of the mean zonal wind. As indicated in (7.48),
only for mean zonal wind magnitudes less than the critical value N/ k will vertical
wave propagation occur.

Equation (7.46) was obtained for conditions of constant basic state flow. In real-
ity, both the zonal wind  and the stability parameter N generally vary with height,
and ridges are usually isolated rather than periodic. A wide variety of responses
are possible depending on the shape of the terrain and wind and stability profiles.
Under certain conditions, large-amplitude waves can be formed, which may gener-
ate severe downslope surface winds and zones of strong clear air turbulence. Such
circulations are discussed further in Section 9.4.

7.5 GRAVITY WAVES MODIFIED BY ROTATION

Gravity waves with horizontal scales greater than a few hundred kilometers and
periods greater than a few hours are hydrostatic, but they are influenced by the
Coriolis effect and are characterized by parcel oscillations that are elliptical rather
than straight lines as in the pure gravity wave case. This elliptical polarization can
be understood qualitatively by observing that the Coriolis effect resists horizontal
parcel displacements in a rotating fluid, but in a manner somewhat different from
that in which the buoyancy force resists vertical parcel displacements in a statically
stable atmosphere. In the latter case the resistive force is opposite to the direction
of parcel displacement, whereas in the former it is at right angles to the horizontal
parcel velocity.

7.5.1 Pure Inertial Oscillations

Section 3.2.3 showed that a parcel put into horizontal motion in a resting atmo-
sphere with constant Coriolis parameter executes a circular trajectory in an anti-
cyclonic sense. A generalization of this type of inertial motion to the case with
a geostrophic mean zonal flow can be derived using a parcel argument similar to
that used for the buoyancy oscillation in Section 2.7.3.
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If the basic state flow is assumed to be a zonally directed geostrophic wind u,,
and it is assumed that the parcel displacement does not perturb the pressure field,
the approximate equations of motion become

o == T (7.49)
D
o = (g =) (7.50)

We consider a parcel that is moving with the geostrophic basic state motion at a
position y = yp. If the parcel is displaced across stream by a distance &y, we can
obtain its new zonal velocity from the integrated form of (7.49):

u(y +68y) =ug (o) + f8y (7.51)

The geostrophic wind at )y + 6y can be approximated as

ou
ug (0 + 8Y) = ug (o) + —=8y (7.52)
ay

Using (7.51) and (7.52) to evaluate (7.50) at yp + 8y yields

Dv  D?*8y ou oM
Ezwz—f<f—a—;)8y=—fa—y$y (7.53)
where we have defined the absolute momentum, M = fy — ug.

This equation is mathematically of the same form as (2.52), the equation for the
motion of a vertically displaced particle in a stratified atmosphere. Depending on
the sign of the coefficient on the right-hand side in (7.53), the parcel will either be
forced to return to its original position or will accelerate further from that position.
This coefficient thus determines the condition for inertial instability:

=0 neutral (7.54)

oM ou
So = f( - £
Y < 0 unstable

> (0 stable
dy )

Viewed in an inertial reference frame, instability results from an imbalance
between the pressure gradient and inertial forces for a parcel displaced radially in
an axisymmetric vortex. In the Northern Hemisphere, where f is positive, the flow
is inertially stable provided that the absolute vorticity of the basic flow, 0 M / dy,1is
positive. In the Southern Hemisphere, however, inertial stability requires that the
absolute vorticity be negative. Observations show that for extratropical synoptic-
scale systems the flow is always inertially stable, although near neutrality often
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occurs on the anticyclonic shear side of upper level jet streaks. The occurrence of
inertial instability over a large area would immediately trigger inertially unstable
motions, which would mix the fluid laterally just as convection mixes it verti-
cally, and reduce the shear until the absolute vorticity times f was again positive.
(This explains why anticyclonic shears cannot become arbitrarily large.) Inertial
instability is considered further in a more general context in Section 9.3.

7.5.2 Inertia—Gravity Waves

When the flow is both inertially and gravitationally stable, parcel displacements
are resisted by both rotation and buoyancy. The resulting oscillations are called
inertia—gravity waves. The dispersion relation for such waves can be analyzed
using a variant of the parcel method applied in Section 7.4. We consider parcel
oscillations along a slantwise path in the (y, z) plane as shown in Fig. 7.11. For
a vertical displacement 8z the buoyancy force component parallel to the slope of
the parcel oscillation is —N28zcos «, and for a meridional displacement 8y the
Coriolis (inertial) force component parallel to the slope of the parcel path is — 2
Sysina, where we have assumed that the geostrophic basic flow is constant in
latitude. Thus, the harmonic oscillator equation for the parcel (7.24) is modified
to the form
D?8s
Dt?
where ds is again the perturbation parcel displacement.
The frequency now satisfies the dispersion relationship

= —(fsina)?8s — (N cosa)’ 8s (7.55)

v2 = N?cos?a + f2 sin’ (7.56)

zg+dz —_ = (-)0+—z'o‘z

6o

Yo Yo + 9y

Fig.7.11 Parcel oscillation path in meridional plane for an inertia—gravity wave. See text for definition
of symbols.
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Since in general N2 > f2 (7.56) indicates that inertia—gravity wave frequencies
must lie in the range f* < |v| < N. The frequency approaches N as the trajectory
slope approaches the vertical, and approaches f as the trajectory slope approaches
the horizontal. For typical midlatitude tropospheric conditions, inertia—gravity
wave periods are in the approximate range of 12 min to 15 h. Rotational effects
become important, however, only when the second term on the right in (7.56) is
similar in magnitude to the first term. This requires that tan> @ ~ N?/f% = 10%,
in which case it is clear from (7.56) that v << N. Thus, only low-frequency gravity
waves are modified significantly by the rotation of the earth, and these have very
small parcel trajectory slopes.

The heuristic parcel derivation can again be verified by using the linearized
dynamical equations. In this case, however, it is necessary to include rotation. The
small parcel trajectory slopes of the relatively long period waves that are altered
significantly by rotation imply that the horizontal scales are much greater than
the vertical scales for these waves. Therefore, we may assume that the motions
are in hydrostatic balance. If in addition we assume a motionless basic state, the
linearized equations (7.37)—(7.40) are replaced by the set

' , 1ap
— - —— =0 7.57
or TVt oy (7.57)
W+ L g (7.58)
— u — — .
at po 0y
Lap ¢
S ) (7.59)
po 9z 6
ou' ' ow
—+ — =0 7.60
ax + ay + a9z ( )
96’ ,do 0 (7.61)
ot v dz '
The hydrostatic relationship in (7.59) may be used to eliminate 8’ in (7.61) to yield
9 (1ap
2 (—i> + N =0 (7.62)
dat \ pg 9z

Letting
(u’, v, w, p’/po) =Re [(ft 0,0, 13) expi (kx +1y+mz — vt)]

and substituting into (7.57), (7.58), and (7.62), we obtain

i= (v2 - f2>_1 k4 ilf) p (7.63)
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b= (v2 _ f2>_1 Wl —ikf) p (7.64)

W= — (vm / N2> F (7.65)
which with the aid of (7.60) yields the dispersion relation for hydrostatic waves.

2 = f2+ N? <k2 + 12) m=2 (7.66)

Because hydrostatic waves must have (k2 + 12)/m2 « 1, (7.66) indicates that
for vertical propagation to be possible (m real) the frequency must satisfy the
inequality | f| < |v| < N. Equation (7.66) is just the limit of (7.56) when we let

sinfo — 1, cos’a = <k2 + 12)/m2

which is consistent with the hydrostatic approximation.
If axes are chosen to make / = 0, it may be shown (see Problem 7.14) that the
ratio of the vertical to horizontal components of group velocity is given by

1/2
cas/cen] = lk/ml = (v = 1) " /N (7.67)

Thus, for fixed v, inertia—gravity waves propagate more closely to the horizontal
than pure internal gravity waves. However, as in the latter case the group velocity
vector is again parallel to lines of constant phase.

Eliminating p between (7.63) and (7.64) for the case [ = 0 yields the relation-
ship © = —i fu/v, from which it is easily verified that if # is real, the perturbation
horizontal motions satisfy the relations

u' =dicos (kx +mz—vt), v =a(f/v)sinkx +mz—vr) (7.68)

so that the horizontal velocity vector rotates anticyclonically (that is, clockwise in
the Northern Hemisphere) with time. As a result, parcels follow elliptical trajecto-
ries in a plane orthogonal to the wavenumber vector. Equations (7.68) also show
that the horizontal velocity vector turns anticyclonically with height for waves
with upward energy propagation (e. g., waves with m < 0 and v < 0). These
characteristics are illustrated by the vertical cross section shown in Fig. 7.12. The
anticyclonic turning of the horizontal wind with height and time is a primary
method for identifying inertia—gravity oscillations in meteorological data.

7.6 ADJUSTMENT TO GEOSTROPHIC BALANCE

Chapter 6 showed that synoptic-scale motions in midlatitudes are in approxi-
mate geostrophic balance. Departures from this balance can lead to the exci-
tation of inertia—gravity waves, which act to adjust the mass and momentum
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Height —>

Horizontal distance —>»

Fig. 7.12 Vertical section in a plane containing the wave vector k showing the phase relation-
ships among velocity, geopotential, and temperature fluctuations in an upward propagating
inertia—gravity wave withm < 0, v > 0, and f > 0 (Northern Hemisphere). Thin sloping
lines denote the surfaces of constant phase (perpendicular to the wave vector), and thick
arrows show the direction of phase propagation. Thin arrows show the perturbation zonal
and vertical velocity fields. Meridional wind perturbations are shown by arrows pointed
into the page (northward) and out of the page (southward). Note that the perturbation wind
vector turns clockwise (anticyclonically) with height. (After Andrews et al., 1987.)

distributions so that the flow tends to return toward geostrophic balance. This
section investigates the process by which geostrophic balance is achieved, that
is, the adjustment process. For simplicity we utilize the prototype shallow water
system; similar considerations apply to a continuously stratified atmosphere. For
linearized disturbances about a basic state of no motion with a constant Coriolis
parameter, fj, the horizontal momentum and continuity equations are

ou’ , on
a — 7.69
ar v =85 (7.69)
v’ oh’
ah’+H 8u’+8v’ —o a7
ot ax  dy) '

where 4’ is again the deviation from the mean depth H. Taking 9(7.69)/dx +
a(7.70)/9dy yields

a?n L, (3 3% ,
T Cet e foHe =0 (7.72)

here ¢ = gH and ¢’ = 9v'/dx — du’/dy.
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For fy = O (nonrotating system) the vorticity and height perturbations are
uncoupled, and (7.72) yields a two-dimensional shallow water wave equation for
h[compare with (7.22)]:

an (3 N a%n' 0 a13)
—_ ===+ ) = .
ot? 0x2  3y?
which has solutions of the form
h' = Aexpli(kx + 1y — vt)] (7.74)

with v2 = ¢? (k* 4 1%) = gH (k* + I?). However, for fj # 0 the h" and ¢’ fields
are coupled through (7.72). For motions with time scales longer than 1/ fy (which
is certainly true for synoptic-scale motions), the ratio of the first two terms in (7.72)
is given by
|0%h' [ 31| ~ f3L?
2 (92 Jox2 + 020 [0,%)| ~ gH

which is small for L ~ 1000 km, provided that H >> 1 km. Under such circum-
stances the time derivative term in (7.72) is small compared to the other two terms,
and (7.72) states simply that the vorticity is in geostrophic balance.

If the flow is initially unbalanced, the complete equation (7.72) can be used to
describe the approach toward geostrophic balance provided that we can obtain a
second relationship between /' and ¢’ taking

9(7.70) /8x — 3 (7.69) /ay

yields

3’ ' o
% S 7.75
8t+fo<ax+3y> (7.75)

which can be combined with (7.71) to give the linearized potential vorticity con-
servation law:

3" foon' 0

ot H ot

Thus, letting O’ designate the perturbation potential vorticity, we obtain from
(7.76) the conservation relationship

(7.76)

O (x,y,t)=¢"/fo—h'/H = Const. (7.77)

Hence, if we know the distribution of Q’ at the initial time, we know Q’ for all
time:

0 (x,y.0) =0 (x,90
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and the final adjusted state can be determined without solving the time-dependent
problem.

This problem was first solved by Rossby in the 1930s and is often referred to
as the Rossby adjustment problem. As a simplified, albeit somewhat unrealistic,
example of the adjustment process, we consider an idealized shallow water system
on a rotating plane with initial conditions

', v =0; h' = —hosgn (x) (7.78)
where sgn(x) = 1 for x > 0 and sgn(x) = —1 for x < 0. This corresponds to an
initial step function in 4’ at x = 0 , with the fluid motionless. Thus, from (7.77)

(5//f0) — (h//H) = (ho/H) sgn (x) (7.79)

Using (7.79) to eliminate ¢’ in (7.72) yields

a%n' 2n  9%h
T ? ( o7t a_yl) 130 = — fZhosgn (x) (7.80)

which in the homogeneous case (kg = 0) yields the dispersion relation
V= 7 (R4 P) = gt (K +P) (7.81)

This should be compared to (7.66).
Because initially /’ is independent of y, it will remain so for all time. Thus, in
the final steady state (7.80) becomes

AN

" f3h = — f¢hosgn (x) (7.82)

2
—c
dx?

which has the solution

h_’_{ —14+exp(—x/Ag) forx >0 } (7.83)
ho | +1—exp(+x/Ag) forx <O ’
where Ap = fo_l J/gH is the Rossby radius of deformation. Hence, the radius of
deformation may be interpreted as the horizontal length scale over which the height
field adjusts during the approach to geostrophic equilibrium. For |x| > Ay the
original 4’ remains unchanged. Substituting from (7.83) into (7.69)—(7.71) shows
that the steady velocity field is geostrophic and nondivergent:

u'=0, and v’:éa—h/z— gho
’ fo ox forr

The steady-state solution (7.84) is shown in Fig. 7.13.

exp (— |x| /Ar) (7.84)
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-3 -2 -1 0 1 2 3

(b)

Fig. 7.13 The geostrophic equilibrium solution corresponding to adjustment from the initial state
defined in (7.78). (a) Final surface elevation profiles; (b) the geostrophic velocity profile in
the final state. (After Gill, 1982.)

Note that the result (7.84) could not be derived merely by setting d/9f = 0 in
(7.69)—(7.71). That would yield geostrophic balance, and any distribution of 4’
would satisfy the equations:

, an’ , an’ ou
Jou =gy Jov =g 54‘@—0

Only by combining (7.69)—(7.71) to obtain the potential vorticity equation, and
requiring the flow to satisfy potential vorticity conservation at all intermediate
times, can the degeneracy of the geostrophic final state be eliminated. In other
words, although any height field can satisfy the steady-state versions of (7.69)—
(7.71), there is only one field that is consistent with a given initial state; this field
can be found readily because it can be computed from the distribution of potential
vorticity, which is conserved.

Although the final state can be computed without solving the time-dependent
equation, if the evolution of the adjustment process is required, it is necessary to
solve (7.80) subject to the initial conditions (7.78), which is beyond the scope of
this discussion. We can, however, compute the amount of energy that is dispersed
by gravity waves during the adjustment process. This only requires computing the
energy change between initial and final states.

The potential energy per unit horizontal area is given by

h/
/ pgzdz = pgh/2
0
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Thus, the potential energy released per unit length in y during adjustment is

400 52 +o00 h/2
/ 'ng de—/ pg2 dx =

—00 —00
+00 2
,og_ho (1 — o—x/*r 2 _E 2
2/0 : [1 (1 e ) dx = 3 pghiix (7.85)

In the nonrotating case (Ag — o0) all potential energy available initially is
released (converted to kinetic energy) so that there is an infinite energy release.
(Energy is radiated away in the form of gravity waves, leaving a flat free surface
extending to |[x| — oo as t — ©0.)

In the rotating case only the finite amount given in (7.85) is converted to kinetic
energy, and only a portion of this kinetic energy is radiated away. The rest remains
in the steady geostrophic circulation. The kinetic energy in the steady-state per
unit length is

400 ” h 2 40 1
2/ ,oHU—dx =pH (ﬁ) / e ¥Ry = —pgh%kR (7.86)
0 2 Srr) Jo 2

Thus, in the rotating case a finite amount of potential energy is released, but only
one-third of the potential energy released goes into the steady geostrophic mode.
The remaining two-thirds is radiated away in the form of inertia—gravity waves.

This simple analysis illustrates the following points: (a) It is difficult to extract
the potential energy of a rotating fluid. Although there is an infinite reservoir of
potential energy in this example (because /4’ is finite as |x| — o0), only a finite
amount is converted before geostrophic balance is achieved. (b) Conservation of
potential vorticity allows one to determine the steady-state geostrophically adjusted
velocity and height fields without carrying out a time integration. (c) The length
scale for the steady solution is the Rossby radius A z.

The dynamics of the adjustment process plays an essential role in initialization
and data assimilation in numerical prediction (see Section 13.7). For example,
under some conditions the adjustment process may effectively damp out new height
data inserted at a gridpoint, as the new data will generally be unbalanced and hence
will tend to adjust toward geostrophic balance with the existing wind field.

7.7 ROSSBY WAVES

The wave type that is of most importance for large-scale meteorological processes
is the Rossby wave, or planetary wave. In an inviscid barotropic fluid of con-
stant depth (where the divergence of the horizontal velocity must vanish), the
Rossby wave is an absolute vorticity-conserving motion that owes its existence to
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the variation of the Coriolis parameter with latitude, the so-called B-effect. More
generally, in a baroclinic atmosphere, the Rossby wave is a potential vorticity-
conserving motion that owes its existence to the isentropic gradient of potential
vorticity.

Rossby wave propagation can be understood in a qualitative fashion by con-
sidering a closed chain of fluid parcels initially aligned along a circle of latitude.
Recall that the absolute vorticity n is given by n = ¢ + f, where ¢ is the relative
vorticity and f"is the Coriolis parameter. Assume that £ = 0 at time #y. Now sup-
pose that at 71, § y is the meridional displacement of a fluid parcel from the original
latitude. Then at 1 we have

¢+ f)t] = ﬁo
or

¢n = fio — Jo = —Bdy (7.87)

where 8 = df/dy is the planetary vorticity gradient at the original latitude.

From (7.87) it is evident that if the chain of parcels is subject to a sinusoidal
meridional displacement under absolute vorticity conservation, the resulting per-
turbation vorticity will be positive for a southward displacement and negative for
a northward displacement.

This perturbation vorticity field will induce a meridional velocity field, which
advects the chain of fluid parcels southward west of the vorticity maximum and
northward west of the vorticity minimum, as indicated in Fig. 7.14. Thus, the
fluid parcels oscillate back and forth about their equilibrium latitude, and the
pattern of vorticity maxima and minima propagates to the west. This westward
propagating vorticity field constitutes a Rossby wave. Just as a positive vertical
gradient of potential temperature resists vertical fluid displacements and provides
the restoring force for gravity waves, the meridional gradient of absolute vorticity

N

Fig. 7.14  Perturbation vorticity field and induced velocity field (dashed arrows) for a meridionally
displaced chain of fluid parcels. Heavy wavy line shows original perturbation position; light
line shows westward displacement of the pattern due to advection by the induced velocity.
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resists meridional displacements and provides the restoring mechanism for Rossby
waves.

The speed of westward propagation, ¢, can be computed for this simple example
by letting §y = asin [k (x — ct)], where a is the maximum northward displace-
ment. Thenv = D ((Sy)/Dt = —kcacos [k (x — ct)], and

¢ = Bv/ax = k’casin[k (x — c1)]
Substitution for §y and ¢ in (7.87) then yields
k*casin [k (x — ct)] = —Basin [k (x — ct)]

or

¢ = —,3/1«2 (7.88)

Thus, the phase speed is westward relative to the mean flow and is inversely
proportional to the square of the zonal wave number.

7.7.1 Free Barotropic Rossby Waves

The dispersion relationship for barotropic Rossby waves may be derived formally
by finding wave-type solutions of the linearized barotropic vorticity equation. The
barotropic vorticity equation (4.27) states that the vertical component of absolute
vorticity is conserved following the horizontal motion. For a midlatitude 8 plane
this equation has the form

0

d d
— — — =0 7.89
(at+uax+v8y>§+ﬂv (7.89)

We now assume that the motion consists of a constant basic state zonal velocity
plus a small horizontal perturbation:

u=u+u, v=v, =03/ 0x—-0/dy=0¢
We define a perturbation streamfunction v according to
u' = -0y’ /oy, Vv =93y'/ox

from which ¢’ = V2. The perturbation form of (7.89) is then

0 ad Yy g s
<E+ug)v v+ B P =0 (7.90)
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where as usual we have neglected terms involving the products of perturbation
quantities. We seek a solution of the form

Y’ =Re[Wexp(ig)]

where ¢ = kx+/y—vt. Here k and / are wave numbers in the zonal and meridional
directions, respectively. Substituting for v’ in (7.90) gives

(—v+ k) (—K> = ) + 4 =0
which may immediately be solved for v:
v = uk — Bk/K? (7.91)

where K2 = k? 4 [? is the total horizontal wave number squared.

Recalling that ¢ = v/ k, we find that the zonal phase speed relative to the mean

wind is

c—u=—B/K? (7.92)
which reduces to (7.88) when the mean wind vanishes and / — 0. Thus, the
Rossby wave zonal phase propagation is always westward relative to the mean
zonal flow. Furthermore, the Rossby wave phase speed depends inversely on the
square of the horizontal wavenumber. Therefore, Rossby waves are dispersive
waves whose phase speeds increase rapidly with increasing wavelength.

This result is consistent with the discussion in Section 6.2.2 in which we showed
that the advection of planetary vorticity, which tends to make disturbances ret-
rogress, increasingly dominates over relative vorticity advection as the wavelength
of a disturbance increases. Equation (7.92) provides a quantitative measure of this
effect in cases where the disturbance is small enough in amplitude so that perturba-
tion theory is applicable. For a typical midlatitude synoptic-scale disturbance, with
similar meridional and zonal scales (! & k) and zonal wavelength of order 6000 km,
the Rossby wave speed relative to the zonal flow calculated from (7.92) is approx-
imately —8 m s~ !. Because the mean zonal wind is generally westerly and greater
than 8 m s~ !, synoptic-scale Rossby waves usually move eastward, but at a phase
speed relative to the ground that is somewhat less than the mean zonal wind speed.

For longer wavelengths the westward Rossby wave phase speed may be large
enough to balance the eastward advection by the mean zonal wind so that the
resulting disturbance is stationary relative to the surface of the earth. From (7.92)
it is clear that the free Rossby wave solution becomes stationary when

K*=g/u= K’ (7.93)

The significance of this condition is discussed in the next subsection.



7.7 ROSSBY WAVES 217

Unlike the phase speed, which is always westward relative to the mean flow, the
zonal group velocity for a Rossby wave may be either eastward or westward relative
to the mean flow, depending on the ratio of the zonal and meridional wave numbers
(see Problem 7.20). Stationary Rossby modes (i.e., modes with ¢ = 0 ) have zonal
group velocities that are eastward relative to the ground. Synoptic-scale Rossby
waves also tend to have zonal group velocities that are eastward relative to the
ground. For synoptic waves, advection by the mean zonal wind is generally larger
than the Rossby phase speed so that the phase speed is also eastward relative to the
ground, but is slower than the zonal group velocity. As indicated in Fig. 7.4b, this
implies that new disturbances tend to develop downstream of existing disturbances,
which is an important consideration for forecasting.

It is possible to carry out a less restrictive analysis of free planetary waves using
the perturbation form of the full primitive equations. In that case the structure of
the free modes depends critically on the boundary conditions at the surface and
the upper boundary. The results of such an analysis are mathematically compli-
cated, but qualitatively yield waves with horizontal dispersion properties similar to
those in the shallow water model. It turns out that the free oscillations allowed in a
hydrostatic gravitationally stable atmosphere consist of eastward- and westward-
moving gravity waves that are slightly modified by the rotation of the earth, and
westward-moving Rossby waves that are slightly modified by gravitational stabil-
ity. These free oscillations are the normal modes of oscillation of the atmosphere.
As such, they are continually excited by the various forces acting on the atmo-
sphere. Planetary scale-free oscillations, although they can be detected by careful
observational studies, generally have rather weak amplitudes. Presumably this is
because the forcing is quite weak at the large phase speeds characteristic of most
such waves. An exception is the 16-day period zonal wave number 1 normal mode,
which can be quite strong in the winter stratosphere.

7.7.2 Forced Topographic Rossby Waves

Although free propagating Rossby modes are only rather weakly excited in the
atmosphere, forced stationary Rossby modes are of primary importance for under-
standing the planetary scale circulation pattern. Such modes may be forced by
longitudinally dependent diabatic heating patterns or by flow over topography. Of
particular importance for the Northern Hemisphere extratropical circulation are
stationary Rossby modes forced by flow over the Rockies and the Himalayas. It is
just the topographic Rossby wave that was described qualitatively in the discussion
of streamline deflections in potential vorticity-conserving flows crossing mountain
ranges in Section 4.3.

As the simplest possible dynamical model of topographic Rossby waves, we
use the barotropic potential vorticity equation for a homogeneous fluid of variable
depth (4.26). We assume that the upper boundary is at a fixed height H, and the
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lower boundary is at the variable height 47 (x, y) where |hr| < H. We also use
quasi-geostrophic scaling so that || < fo. We can then approximate (4.26) by

9 Dhr
H{—=+V.V =—fo— 7.94
(aﬁ )(¢g+f) h, (7.94)
Linearizing and applying the midlatitude 8-plane approximation yields
o _20 , , fo_ohr
— — =—-—u— 7.95
(at+”ax>§g+ﬁvg H" Bx (7.95)

We now examine solutions of (7.95) for the special case of a sinusoidal lower
boundary. We specify the topography to have the form

hr(x,y) =Re [ho exp (ikx)] cosly (7.96)
and represent the geostrophic wind and vorticity by the perturbation streamfunction

¥ (x, y) = Re [yg exp (ikx)] cosly (7.97)

Then (7.95) has a steady-state solution with complex amplitude given by

Yo = foho/ [H (K2 - Kf)] (7.98)

The streamfunction is either exactly in phase (ridges over the mountains) or
exactly out of phase (troughs over the mountains), with the topography depending
on the sign of K2 — K2. For long waves (K < Kj) the topographic vorticity source
in (7.95) is balanced primarily by the meridional advection of planetary vorticity
(the B effect). For short waves (K > Kj) the source is balanced primarily by the
zonal advection of relative vorticity.

The topographic wave solution (7.98) has the unrealistic characteristic that when
the wave number exactly equals the critical wave number K the amplitude goes to
infinity. From (7.93) it is clear that this singularity occurs at the zonal wind speed
for which the free Rossby mode becomes stationary. Thus, it may be thought of as
a resonant response of the barotropic system.

Charney and Eliassen (1949) used the topographic Rossby wave model to
explain the winter mean longitudinal distribution of 500-hPa heights in North-
ern Hemisphere midlatitudes. They removed the resonant singularity by including
boundary layer drag in the form of Ekman pumping, which for the barotropic vor-
ticity equation is simply a linear damping of the relative vorticity [see (5.41)]. The
vorticity equation thus takes the form

fo oy

_J0 7.99
H" ox (7.99)

a —a / / /
(E%-ua) Sog+ PV +718,=

where » = ;! is the inverse of the spin-down time defined in Section 5.4.
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For steady flow, (7.99) has a solution with complex amplitude
Yo = foho/ [H (K2 — K> - ie)] (7.100)

where ¢ = rK? (ku)~!. Thus, boundary layer drag shifts the phase of the response
and removes the singularity at resonance. However, the amplitude is still a max-
imum for K = K and the trough in the streamfunction occurs 1/4 cycle east of
the mountain crest, in approximate agreement with observations.

By use of a Fourier expansion (7.99) can be solved for realistic distributions of
topography. The results for an x-dependence of A7 given by a smoothed version
of the earth’s topography at 45°N, a meridional wave number corresponding to a
latitudinal half-wavelength of 35°, 7, = 5days,u =17 m s~ fo= 10~%s ! and
H = 8 km are shown in Fig. 7.15. Despite its simplicity, the Charney—Eliassen
model does a remarkable job of reproducing the observed 500-hPa stationary wave
pattern in Northern Hemisphere midlatitudes.
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Fig. 7.15 (Top) Longitudinal variation of the disturbance geopotential height (= fyW/g) in the
Charney-Eliassen model for the parameters given in the text (solid line) compared with the
observed 500-hPa height perturbations at 45°N in January (dashed line). (Bottom) Smoothed
profile of topography at 45°N used in the computation. (After Held, 1983.)
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PROBLEMS

7.1.

7.2

7.3.

74.

7.5.

Show that the Fourier component F' (x) = Re [C exp (i mx)] can be written
as
F (x) =|C|cosm (x + xq)

where xg = m ™! sin”! (C,-/|C|) and C; stands for the imaginary part of C.

In the study of atmospheric wave motions, it is often necessary to consider
the possibility of amplifying or decaying waves. In such a case we might
assume that a solution has the form

Y = Acos (kx — vt — kxg) exp (at)

where A4 is the initial amplitude, « the amplification factor, and x¢ the initial
phase. Show that this expression can be written more concisely as

Ip_ — Re [Beik(x—ct)]

where both B and c are complex constants. Determine the real and imaginary
parts of B and c in terms of 4, «, k, v, and xp.

Several of the wave types discussed in this chapter are governed by equations
that are generalizations of the wave equation

AL

a2~ ¢ ax2

This equation can be shown to have solutions corresponding to waves of
arbitrary profile moving at the speed ¢ in both positive and negative x direc-
tions. We consider an arbitrary initial profile of the field ¥ ; ¥ = f(x)
at t = 0. If the profile is translated in the positive x direction at speed ¢
without change of shape, then v = f(x’), where x’ is a coordinate mov-
ing at speed ¢ so that x = x" + ¢¢. Thus, in terms of the fixed coordinate
x we can write ¥ = f(x — ct), corresponding to a profile that moves
in the positive x direction at speed ¢ without change of shape. Verify that
Y = f(x — ct) is a solution for any arbitrary continuous profile f(x — ct).
Hint: Let x — ¢t = x’and differentiate /" using the chain rule.

Assuming that the pressure perturbation for a one-dimensional acoustic wave
is given by (7.15), find the corresponding solutions of the zonal wind and
density perturbations. Express the amplitude and phase for u” and p’ in terms
of the amplitude and phase of p'.

Show that for isothermal motion (D7 /Dt = 0) the acoustic wave speed is
given by (gH)!/? where H = RT/g is the scale height.
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7.6.

7.1.

7.8.

7.9.

7.10.

7.11.

In Section 7.3.1 the linearized equations for acoustic waves were devel-
oped for the special situation of one-dimensional propagation in a horizontal
tube. Although this situation does not appear to be directly applicable to the
atmosphere, there is a special atmospheric mode, the Lamb wave, which is
a horizontally propagating acoustic mode with no vertical velocity pertur-
bation (w’ = 0). Such oscillations have been observed following violent
explosions such as volcanic eruptions and atmospheric nuclear tests. Using
(7.12), (7.13) plus the linearized forms of the hydrostatic equation, and the
continuity equation (7.7) derive the height dependence of the perturbation
fields for the Lamb mode in an isothermal basic state atmosphere, assuming
that the pressure perturbation at the lower boundary (z = 0) has the form
(7.15). Determine the vertically integrated kinetic energy density per unit
horizontal area for this mode.

If the surface height perturbation in a shallow water gravity wave is given by
h/ = Re I:Ae[k(x—ct)]

find the corresponding velocity perturbation u’(x, ¢). Sketch the phase rela-
tionship between 4’ and u’ for an eastward propagating wave.

Assuming that the vertical velocity perturbation for a two-dimensional inter-
nal gravity wave is given by (7.43), obtain the corresponding solution for
the u’, p/, and 6’ fields. Use these results to verify the approximation

008’ /8] > |p/c?

which was used in (7.36).

For the situation in Problem 7.8, express the vertical flux of horizontal
momentum, pou’w’ , in terms of the amplitude A4 of the vertical velocity
perturbation. Hence, show that the momentum flux is positive for waves in
which phase speed propagates eastward and downward.

Show that if (7.38) is replaced by the hydrostatic equation (i.e., the terms in
w’ are neglected) the resulting frequency equation for internal gravity waves
is just the asymptotic limit of (7.44) for waves in which |k| < |m|.

(a) Show that the intrinsic group velocity vector in two-dimensional internal
gravity waves is parallel to lines of constant phase. (b) Show that in the
long-wave limit (|k| < |m|) the magnitude of the zonal component of the
group velocity equals the magnitude of the zonal phase speed so that energy
propagates one wavelength per wave period.



222

7.12.

7.13.

7.14.

7.15.

7.16.
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Determine the perturbation horizontal and vertical velocity fields for sta-
tionary gravity waves forced by flow over sinusoidally varying topography
given the following conditions: the height of the ground is 7 = hgcos kx
where #g = 50 m is a constant; N = 2x1072s71; @ = 5ms~! ; and
k =3 x 1073m~!. Hint: For small amplitude topography (hok < 1) we
can approximate the lower boundary condition by

w' = Dh/Dt =udh[dx atz=0.

For the topographic gravity wave problem discussed in Section 7.4.2, with
vertical velocity given by (7.48) and uk < N, find the zonal wind perturba-
tion. Compute the vertical momentum flux #’w’ and show that this flux is
a maximum when k27> = N2 / 2. Determine the slope of the phase lines in
the x, z plane for this case.

Verify the group velocity relationship for inertia—gravity waves given in
(7.67).

Show that when # = 0 the wave number vector « for an internal gravity
wave is perpendicular to the group velocity vector.

Using the linearized form of the vorticity equation (6.18) and the B-plane
approximation, derive the Rossby wave speed for a homogeneous incom-
pressible ocean of depth /. Assume a motionless basic state and small per-
turbations that depend only on x and ¢,

u=u (x,t), v=v(x,t), h=H+h (x,1)
where H is the mean depth of the ocean. With the aid of the continuity equa-
tion for a homogeneous layer (7.21) and the geostrophic wind relationship

V=g fo_lah/ /0x, show that the perturbation potential vorticity equation
can be written in the form

3 (9 ; on’
— | = — f_o hW+B—=0
or \ox2 gH ox

and that ' = hoe'*=<" is a solution provided that
2 2 -1
c:—,B(k +f0/gH)

If the ocean is 4 km deep, what is the Rossby wave speed at latitude 45° for
a wave of 10,000 km zonal wavelength?
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7.17.

7.18.

7.19.

Section 4.3 showed that for a homogeneous incompressible fluid a decrease
in depth with latitude has the same dynamic effect as a latitudinal depen-
dence of the Coriolis parameter. Thus, Rossby-type waves can be produced
in a rotating cylindrical vessel if the depth of the fluid is dependent on the
radial coordinate. To determine the Rossby wave speed formula for this
equivalent B-effect, we assume that the flow is confined between rigid lids
in an annular region whose distance from the axis or rotation is large enough
so that the curvature terms in the equations can be neglected. We then can
refer the motion to Cartesian coordinates with x directed azimuthally and
y directed toward the axis of rotation. If the system is rotating at angular
velocity €2 and the depth is linearly dependent on y,

H(y)=Hy—vyy

show that the perturbation continuity equation can be written as

and that the perturbation quasi-geostrophic vorticity equation is thus
a oy’
—V3y 4+ Bp— =0
ot vrp dax
where ¥/’ is the perturbation geostrophic streamfunction and 8 = 2Qy / Hp.
What is the Rossby wave speed in this situation for waves of wavelength 100
cm in both the x and y directions if 2 = 1 s—L Hy =20 cm, and y = 0.05?
Hint: Assume that the velocity field is geostrophic except in the divergence
term.

Show by scaling arguments that if the horizontal wavelength is much greater
than the depth of the fluid, two-dimensional surface gravity waves will be
hydrostatic so that the “shallow water” approximation applies.

The linearized form of the quasi-geostrophic vorticity equation (6.18) can
be written as

9 _o oy’
— 4 a— vy =—fVeV
<8t+u8x> Vb =k

Suppose that the horizontal divergence field is given by
VeV =Acos[k(x —ct)]

where 4 is a constant. Find a solution for the corresponding relative vorticity
field. What is the phase relationship between vorticity and divergence? For
what value of ¢ does the vorticity become infinite?
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7.20. Derive an expression for the group velocity of a barotropic Rossby wave with

dispersion relation (7.91). Show that for stationary waves the group velocity
always has an eastward zonal component relative to the earth. Hence, Rossby
wave energy propagation must be downstream of topographic sources.

MATLAB EXERCISES

M7.1.

M7.2.

M7.3.

(a) The MATLAB script phase_demo.m shows that the Fourier series
F(x) = Asin(kx) + Bcos(kx) is equivalent to the form F(x) = Re
[Cexp(ikx)] where A and B are real coefficients and C is a complex
coefficient. Modify the MATLAB script to confirm that the expression
F(x) = |C|cosk(x + xo) = |C|cos(kx 4 o) represents the same Fourier
series where, kxo = o = sin~1(C; /1C]) and C; stands for the imaginary
part of Cand « is the “phase” defined in the MATLAB script. Plot your
results as the third subplot in the script. (b) By running the script for several
input phase angles (such as 0, 30, 60, and 90° ), determine the relationship
between « and the location of the maximum of F(x).

In this problem you will examine the formation of a “wave envelope”
for a combination of dispersive waves. The example is that of a deep
water wave in which the group velocity is 1/2 of the phase velocity. The
MATLAB script grp-vel _3.m has code to show the wave height field at four
different times for a group composed of various numbers of waves with
differing wave numbers and frequencies. Study the code and determine
the period and wavelength of the carrier wave. Then run the script several
times varying the number of wave modes from 4 to 32. Determine the
half-width of the envelope at time ¢t = O (top line on graph) as a function
of the number of modes in the group. The half-width is here defined as two
times the distance from the point of maximum amplitude (x = 0) to the
point along the envelope where the amplitude is 1/2 the maximum. You can
estimate this from the graph using the ginput command to determine the
distance. Use MATLAB to plot a curve of the half-width versus number
of wave modes.

Consider stationary gravity waves forced by flow over a sinusoidal lower
boundary for a case in which the static stability decreases rapidly with
height at about the 6-km level. Thus, the buoyancy frequency is altitude
dependent and the simple analytic solution (7.48) no longer applies. The
MATLAB script named linear_grav_wave_l.m gives a highly accurate
numerical solution for this situation. (a) Describe the qualitative change
in the wave behavior as the zonal wavelength is changed over the range of
10 to 100 km. Be sure to comment on momentum flux as well as on the
vertical velocity. (b) Determine as accurately as you can what the minimum
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M74.

M7.5.

zonal wavelength is for vertical propagation to occur in the upper part of
the domain (above the 6-km level). (c) Determine how the amplitudes
of the momentum flux and momentum flux convergence at z = 6 km
change as the zonal wavelength is increased from 20 to 100 km. Do enough
different wavelengths so that you can plot graphs of the dependence of the
magnitudes of the momentum flux and zonal force on the wavelength of
the sinusoidal topography. Use MATLAB to plot these two graphs.

The script geost_adjust_1.m together with the function yprim_adj_1.m.
illustrates one-dimensional geostrophic adjustment of the velocity field
in a barotropic model for a sinusoidally varying initial height field. The
equations are a simplification of (7.69), (7.70), and (7.71) in the text for the
case of no y dependence. Initially u’ = v’ =0, ¢’ = gh’ = 9.8 cos(kx).
The final balanced wind in this case will have only a meridional component.
Run the program geost_adjust_1.m for the cases of latitude 30 and 60°
choosing a time value of at least 10 days. For each of these cases choose
values of wavelength of 2000, 4000, 6000, and 8000 km (a total of eight
runs). Construct a table showing the initial and final values of the fields
u', v, ¢ and the ratio of the final energy to the initial energy. You can
read the values from the MATLAB graphs by using the ginput command
or, for greater accuracy, add lines in the MATLAB code to print out the
values needed. Modify the MATLAB script to determine the partition of
final state energy per unit mass between the kinetic energy (2 /2) and the
potential energy qb/z /(2gH). Compute the ratio of final kinetic energy to
potential energy for each of your eight cases and show this in a table.

The script geost_adjust_2.m together with the function yprim_adj_2.m.
extends Problem M7.4 by using Fourier expansion to examine the geo-
strophic adjustment for an isolated initial height disturbance of the form

ho (x) = —hm/[l + (x/L)z]. The version given here uses 64 Fourier

modes and employs a fast Fourier transform algorithm (FFT). (There are
128 modes in the FFT, but only one-half of them provide real information.)
In this case you may run the model for only 5 days of integration time (it
requires a lot of computation compared to the previous case). Choose an
initial zonal scale of the disturbance of 500 km and run the model for
latitudes of 15, 30, 45, 60, 75, and 90° (six runs). Study the animations
for each case. Note that the zonal flow is entirely in a gravity wave mode
that propagates away from the initial disturbance. The meridional flow
has a propagating gravity wave component, but also a geostrophic part
(cyclonic flow). Use the ginput command to estimate the zonal scale of the
final geostrophic flow (v component) by measuring the distance from the
negative velocity maximum just west of the center to the positive maximum
just east of the center. Plot a curve showing the zonal scale as a function of
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M?7.6.

M7.7.

M7.8.
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latitude. Compare this scale with the Rossby radius of deformation defined
in the text. (Note that gH = 400 m? s~ in this example.)

This problem examines the variation of phase velocity for Rossby waves
as the zonal wavelength is varied. Run the MATLAB program rossby_1.m
with zonal wavelengths specified as 5000, 10,000 and 20,000 km. For each
of these cases try different values of the mean zonal wind until you find
the mean wind for which the Rossby wave is approximately stationary.

The MATLAB script rossby_2.m shows an animation of the Rossby waves
generated by a vorticity disturbance initially localized in the center of the
domain, with mean wind zero. Run the script and note that the waves
excited have westward phase speeds, but that disturbances develop on the
eastward side of the original disturbance. By following the development of
these disturbances, make a crude estimate of the characteristic wavelength
and the group velocity for the disturbances appearing to the east of the
original disturbance at time ¢ = 7.5 days. (Wavelength can be estimated by
using ginput to measure the distance between adjacent troughs.) Compare
your estimate with the group velocity formula derived from (7.91). Can
you think of a reason why your estimate for group velocity may differ from
that given in the formula?

The MATLAB script rossby_3.m gives the surface height and meridional
velocity disturbances for topographic Rossby waves generated by flow
over an isolated ridge. The program uses a Fourier series approach to
the solution. Ekman damping with a 2-day damping time is included to
minimize the effect of waves propagating into the mountain from upstream
(but this cannot be entirely avoided). Run this program for input zonal
mean winds from 10 to 100 m/s at 10-m/s intervals. For each run use
ginput to estimate the scale of the leeside trough by measuring the zonal
distance between the minimum and maximum in the meridional velocity.
(This should be equal approximately to one-half the wavelength of the
dominant disturbance.) Compare your results in each case with the zonal
wavelength for resonance given by solving (7.93) to determine the resonant
Ly = 27r/k, where K? =k + 1% and ] = 7[/8 x 10 in units of 1/m. (Do
not expect exact agreement because the actual disturbance corresponds to
the sum over many separate zonal wavelengths.)

Suggested References

Hildebrand, Advanced Calculus for Applications, is one of many standard textbooks that discuss the
mathematical techniques used in this chapter, including the representation of functions in Fourier
series and the general properties of the wave equation.
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Gill, Atmosphere-Ocean Dynamics, has a very complete treatment of gravity, inertia-gravity, and Rossby
waves, with particular emphasis on observed oscillations in the oceans.

Smith (1979) discusses many aspects of waves generated by flow over mountains.

Chapman and Lindzen, Atmospheric Tides: Thermal and Gravitational, is the classic reference on both
observational and theoretical aspects of tides, a class of atmospheric motions for which the linear
perturbations method has proved to be particularly successful.

Scorer, Natural Aerodynamics, contains an excellent qualitative discussion on many aspects of waves
generated by barriers such as lee waves.

Nappo, An Introduction to Atmospheric Gravity Waves is an excellent introduction to the theory and
observation of gravity waves in the atmosphere.



CHAPTER 38

Synoptic-Scale Motions I1I:
Baroclinic Instability

Chapter 6 showed that the quasi-geostrophic system can qualitatively account
for the observed relationships among the vorticity, temperature, and vertical veloc-
ity fields in midlatitude synoptic-scale systems. The diagnostic approach used in
that chapter provided useful insights into the structure of synoptic-scale systems;
it also demonstrated the key role of potential vorticity in dynamical analysis. It did
not, however, provide quantitative information on the origins, growth rates, and
propagation speeds of such disturbances. This chapter shows how linear perturba-
tion analysis can be used to obtain such information.

The development of synoptic-scale weather disturbances is often referred to as
cyclogenesis, a term that emphasizes the role of relative vorticity in developing
synoptic-scale systems. This chapter analyzes the processes that lead to cycloge-
nesis. Specifically, we discuss the role of dynamical instability of the mean flow
in accounting for the growth of synoptic-scale disturbances. We show that the
quasi-geostrophic equations can, indeed, provide a reasonable theoretical basis for
understanding the development of synoptic-scale storms, although as discussed in
Section 9.2, ageostrophic effects must be included to model the development of
fronts and subsynoptic-scale storms.

228
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8.1 HYDRODYNAMIC INSTABILITY

A zonal mean flow field is said to be hydrodynamically unstable if a small dis-
turbance introduced into the flow grows spontaneously, drawing energy from the
mean flow. It is useful to divide fluid instabilities into two types: parcel instability
and wave instability. The simplest example of a parcel instability is the convective
overturning that occurs when a fluid parcel is displaced vertically in a statically
unstable fluid (see Section 2.7.3). Another example is inertial instability, which
occurs when a parcel is displaced radially in an axisymmetric vortex with negative
absolute vorticity in the Northern Hemisphere or positive absolute vorticity in the
Southern Hemisphere. This instability was discussed in Section 7.5.1. A more gen-
eral type of parcel instability, called symmetric instability, may also be significant
in weather disturbances; this is discussed in Section 9.3.

Most of the instabilities of importance in meteorology, however, are associated
with wave propagation; they cannot be related easily to the behavior of individual
fluid parcels. The wave instabilities important for synoptic-scale meteorology gen-
erally occur in the form of zonally asymmetric perturbations to a zonally symmetric
basic flow field. In general the basic flow is a jetstream that has both horizontal
and vertical mean-flow shears. Barotropic instability is a wave instability associ-
ated with the horizontal shear in a jet-like current. Barotropic instabilities grow by
extracting kinetic energy from the mean-flow field. Baroclinic instability, however,
is associated with vertical shear of the mean flow. Baroclinic instabilities grow by
converting potential energy associated with the mean horizontal temperature gra-
dient that must exist to provide thermal wind balance for the vertical shear in the
basic state flow. In neither of these instability types does the parcel method provide
a satisfactory stability criterion. A more rigorous approach is required in which a
linearized version of the governing equations is analyzed to determine the structure
and amplification rate for the various wave modes supported by the system.

As indicated in Problem 2 of Chapter 7, the traditional approach to instability
analysis is to assume that a small perturbation consisting of a single Fourier wave
mode of the form exp[ik(x — ct)] is introduced into the flow and to determine the
conditions for which the phase velocity ¢ has an imaginary part. This technique,
which is called the normal modes method, is applied in the next section to analyze
the stability of a baroclinic current.

An alternative method of instability analysis is the initial value approach. This
method is motivated by the recognition that in general the perturbations from
which storms develop cannot be described as single normal mode disturbances,
but may have a complex structure. The initial growth of such disturbances may
strongly depend on the potential vorticity distribution in the initial disturbance.
On the time scale of a day or two, such growth can be quite different from that of
a normal mode of similar scale, although in the absence of nonlinear interactions
the fastest-growing normal mode disturbance must eventually dominate.
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Fig. 8.1 A schematic picture of cyclogenesis associated with the arrival of an upper-level positive
vorticity perturbation over a lower-level baroclinic region. (a) Lower-level cyclonic vortic-
ity induced by the upper-level vorticity anomaly. The circulation induced by the vorticity
anomaly is shown by the solid arrows, and potential temperature contours are shown at the
lower boundary. The advection of potential temperature by the induced lower-level circula-
tion leads to a warm anomaly slightly east of the upper-level vorticity anomaly. This in turn
will induce a cyclonic circulation as shown by the open arrows in (b). The induced upper-level
circulation will reinforce the original upper-level anomaly and can lead to amplification of
the disturbance. (After Hoskins et al., 1985.)

A strong dependence of cyclogenesis on initial conditions occurs when a large-
amplitude upper-level potential vorticity anomaly is advected into a region where
there is a preexisting meridional temperature gradient at the surface. In that case,
as shown schematically in Fig. 8.1, the circulation induced by the upper-level
anomaly (which extends downward, as discussed in Section 6.3) leads to temper-
ature advection at the surface; this induces a potential vorticity anomaly near the
surface, which in turn reinforces the upper-level anomaly. Under some conditions
the surface and upper-level potential vorticity anomalies can become locked in
phase so that the induced circulations produce a very rapid amplification of the
anomaly pattern. Detailed discussion of the initial value approach to cyclogenesis
is beyond the scope of this text. Here we concentrate primarily on the simplest
normal mode instability models.

8.2 NORMAL MODE BAROCLINIC INSTABILITY: A TWO-LAYER
MODEL

Even for a highly idealized mean-flow profile, the mathematical treatment of baro-
clinic instability in a continuously stratified atmosphere is rather complicated.
Before considering such a model we first focus on the simplest model that can
incorporate baroclinic processes. The atmosphere is represented by two discrete
layers bounded by surfaces numbered 0, 2, and 4 (generally taken to be the 0-, 500-,
and 1000-hPa surfaces, respectively) as shown in Fig. 8.2. The quasi-geostrophic
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Fig. 8.2 Arrangement of variables in the vertical for the two-level baroclinic model.

vorticity equation for the midlatitude § plane is applied at the 250- and 750-hPa
levels, designated by 1 and 3 in Fig. 8.2, whereas the thermodynamic energy equa-
tion is applied at the 500-hPa level, designated by 2 in Fig. 8.2.

Before writing out the specific equations of the two-layer model, it is convenient
to define a geostrophic streamfunction, y = ®/ fy. Then the geostrophic wind (6.7)
and the geostrophic vorticity (6.15) can be expressed respectively as

Vy =k x Vi, &=V (8.1)

The quasi-geostrophic vorticity equation (6.19) and the hydrostatic thermodynamic
energy equation (6.13) can then be written in terms of ¥ and w as

5, , N
v 1/f+V1/,-V<V ¢)+ﬂ§—foap (8.2)

O (WY _y,.v(2)_ 2
i () =veev (5,) - &

We now apply the vorticity equation (8.2) at the two levels designated as 1 and
3, which are at the middle of the two layers. To do this we must estimate the
divergence term dw/dp at these levels using finite difference approximations to
the vertical derivatives:

(3_w) N 92700 (8_60) N Q402 8.4)
op /4 dp ap /3 Sp

where §p = 500 hPa is the pressure interval between levels 0-2 and 2—4, and
subscript notation is used to designate the vertical level for each dependent variable.
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The resulting vorticity equations are

9 2 2 1 fo

SV VeV (v 1/”) B =5 (8.5)
0 2 2 Y3 _ Jo
SV 4 V3V (Vi) + po = 5 (8.6)

where we have used the fact that wg = 0, and assumed that w4 = 0, which is
approximately true for a level-lower boundary surface.

We next write the thermodynamic energy equation (8.3) at level 2. Here we must
evaluate 01/dp using the difference formula

0Y/0p)y ~ (Y3 — Y1) /op
The result is

d odp

— W1 —Y3) ==V V({1 —¥3) + —w2 (8.7)

ot fo
The first term on the right-hand side in (8.7) is the advection of the 250- to 750-hPa
thickness by the wind at 500 hPa. However, ¥, the 500-hPa streamfunction, is
not a predicted field in this model. Therefore, y¥, must be obtained by linearly
interpolating between the 250- and 750-hPa levels:

Yo = (Y1 +¥3) /2

If this interpolation formula is used, (8.5)—(8.7) become a closed set of prediction
equations in the variables ¥, ¥3, and w».

8.2.1 Linear Perturbation Analysis

To keep the analysis as simple as possible, we assume that the streamfunctions v
and /3 consist of basic state parts that depend linearly on y alone, plus perturbations
that depend only on x and ¢. Thus, we let

Y1 =-Uy+v;(x,0)
Y3 =-Usy+ 95 (x, 1) (8.8)
wy = wh (x,1)

The zonal velocities at levels 1 and 3 are then constants with the values U; and
Uz, respectively. Hence, the perturbation field has meridional and vertical velocity
components only.
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Substituting from (8.8) into (8.5)—(8.7) and linearizing yields the perturbation
equations

9 Py _ S,
LU — 8.9
(81+ 18x> ax2 +'88x sp “2 9

d O\ vy L fo,
o = _J 8.10
<az+ 38x) o2 Pox T 5p™ (8.10)

ad 0 aép

(35 + Unae ) 0= v) - Ur - (it ) = ZPos - @D

where we have linearly interpolated to express V in terms of i1 and ¥3, and have
defined
Upn=WU1+U3) /2, Ur=U—-U3)/2

Thus, U, and Uy are, respectively, the vertically averaged mean zonal wind and
the mean thermal wind.

The dynamical properties of this system are more clearly expressed if (8.9)—
(8.11) are combined to eliminate a)/2 We first note that (8.9) and (8.10) can be
rewritten as

0 21#1 3’#{ fO /
Uy + U =J0 8.12
[at (Un +Ur)5 } o TPy T 8.12)
9 Yy v fo
2 4 (U —-U & 8.13
[8t+( T)Z)xi| 2 TPy T ™ (8.13)

We now define the barotropic and baroclinic perturbations as

Ym = (V1 +¥3) /2 Y= (¥ —3) /2 (8.14)

Adding (8.12) and (8.13) and using the definitions in (8.14) yield

9 FRIERT AV d [(0%Yr
— 4+ Up— My ur— (== ) =0 8.15
[ar+ ’”ax] 2 P T T8x(8x2) ®.15)

while subtracting (8.13) from (8.12) and combining with (8.11) to eliminate w)
yield

9 9 yr 5 Yr 2Um 2 _
[EJFUM@} <_8x2 —22Yy7r )+,B— UT£< P +2x w,,,)_o
(8.16)

where A2 = fo /lo (6 p) ]. Equations (8.15) and (8.16) govern the evolution of the
barotropic (vertically averaged) and baroclinic (thermal) perturbation vorticities,
respectively.
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As in Chapter 7 we assume that wave-like solutions exist of the form
wm — Ael’k(X7Ct), wT — Beik(X7CZ) (817)

Substituting these assumed solutions into (8.15) and (8.16) and dividing through
by the common exponential factor, we obtain a pair of simultaneous linear algebraic
equations for the coefficients 4, B:

ik[(c = Un)k* + B 4~ iKUrB =0 (8.18)

ik[(c— Un) (@ +202) + 8| B—ikUr (R =222) 4 =0 (8.19)

Because this set is homogeneous, nontrivial solutions will exist only if the deter-
minant of the coefficients of 4 and B is zero. Thus the phase speed ¢ must satisfy
the condition

(c—Unw)k*+B —k*Ur _0
—Ur (K* =22%) (c—Un) (K> +202)+ 8|~

which gives a quadratic dispersion equation in c:

(c - Um)2k2 (k2 n 2x2) + 2((: _ Um>,3 (k2 + ,\2) +

(8.20)
[+ U312 (22 - #2) ] = 0

which is analogous to the linear wave dispersion equations developed in Chapter 7.

The dispersion relationship in (8.20) yields for the phase speed

P (k2 "‘)‘2) 4 512

U, — —~ "/
T T R 1 22)

(8.21)

where
Bt U2 (222 — k?)

K4 (k2 + 2A2)2 (k% +222)

We have now shown that (8.17) is a solution for the system (8.15) and (8.16) only
if the phase speed satisfies (8.21). Although (8.21) appears to be rather complicated,
it is immediately apparent that if § < O the phase speed will have an imaginary part
and the perturbations will amplify exponentially. Before discussing the general
physical conditions required for exponential growth it is useful to consider two
special cases.

8
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As the first special case we let Ur = 0 so that the basic state thermal wind
vanishes and the mean flow is barotropic. The phase speeds in this case are

c1 = Uy — Bk2 (8.22)

and .
e =U, — B (k2 + 2A2) (8.23)

These are real quantities that correspond to the free (normal mode) oscillations
for the two-level model with a barotropic basic state current. The phase speed
¢ is simply the dispersion relationship for a barotropic Rossby wave with no y
dependence (see Section 7.7). Substituting from (8.22) for ¢ in (8.18) and (8.19)
we see that in this case B = 0 so that the perturbation is barotropic in structure. The
expression of (8.23), however, may be interpreted as the phase speed for an internal
baroclinic Rossby wave. Note that c; is a dispersion relationship analogous to the
Rossby wave speed for a homogeneous ocean with a free surface, which was given
in Problem 7.16. However, in the two-level model, the factor 212 appears in the
denominator in place of the fo2 /gH for the oceanic case. In each of these cases
there is vertical motion associated with the Rossby wave so that static stability
modifies the wave speed. It is left as a problem for the reader to show that if ¢ is
substituted into (8.18) and (8.19), the resulting fields of 1| and 3 are 180° out of
phase so that the perturbation is baroclinic, although the basic state is barotropic.
Furthermore, the ), field is 1/4 cycle out of phase with the 250-hPa geopotential
field, with the maximum upward motion occurring west of the 250-hPa trough.

This vertical motion pattern may be understood if we note that ¢, — Uy, <O,
so that the disturbance pattern moves westward relative to the mean wind. Now,
viewed in a coordinate system moving with the mean wind the vorticity changes
are due only to the planetary vorticity advection and the convergence terms, while
the thickness changes must be caused solely by the adiabatic heating or cooling
due to vertical motion. Hence, there must be rising motion west of the 250-hPa
trough in order to produce the thickness changes required by the westward motion
of the system.

Comparing (8.22) and (8.23) we see that the phase speed of the baroclinic
mode is generally much less than that of the barotropic mode since for average
midlatitude tropospheric conditions A% &~ 2 x 10~2m~2, which is approximately
equal to k? for zonal wavelength of 4300 km.!

As the second special case, we assume that § = 0. This case corresponds, for
example, to a laboratory situation in which the fluid is bounded above and below by

! The presence of the free internal Rossby wave should actually be regarded as a weakness of the
two-level model. Lindzen et al. (1968) have shown that this mode does not correspond to any free
oscillation of the real atmosphere. Rather, it is a spurious mode resulting from the use of the upper
boundary condition @ = 0 at p =0, which formally turns out to be equivalent to putting a lid at the top
of the atmosphere.
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rotating horizontal planes so that the gravity and rotation vectors are everywhere
parallel. In such a situation

(8.24)

K2 —2a2\'?
k2+2k2)

CZUM:EUT(

For waves with zonal wave numbers satisfying k> < 212, (8.24) has an imaginary
part. Thus, all waves longer than the critical wavelength L. = /27 /A will amplify.
From the definition of A we can write

Lo =8pm 20)'2 /£y

For typical tropospheric conditions (20)!/2 2 2 x 1073 N~"'m?s~!. Thus, with
8p = 500 hPa and fj = 10~*s~! we find that L. ~ 3000 km. It is also clear
from this formula that the critical wavelength for baroclinic instability increases
with static stability. The role of static stability in stabilizing the shorter waves can
be understood qualitatively as follows: For a sinusoidal perturbation, the relative
vorticity, and hence the differential vorticity advection, increases with the square of
the wave number. However, as shown in Chapter 6, a secondary vertical circulation
is required to maintain hydrostatic temperature changes and geostrophic vorticity
changes in the presence of differential vorticity advection. Thus, for a geopotential
perturbation of fixed amplitude the relative strength of the accompanying vertical
circulation must increase as the wavelength of the disturbance decreases. Because
static stability tends to resist vertical displacements, the shortest wavelengths will
thus be stabilized.

It is also of interest that with 8 = O the critical wavelength for instability does
not depend on the magnitude of the basic state thermal wind Ur. The growth rate,
however, does depend on Ur. According to (8.17) the time dependence of the dis-
turbance solution has the form exp(—ikct). Thus, the exponential growth rate is ¢ =
kci, where ¢; designates the imaginary part of the phase speed. In the present case

(8.25)

2)\2 _ k2 1/2
2/\2+k2)

Oé=kUT<

so that the growth rate increases linearly with the mean thermal wind.

Returning to the general case where all terms are retained in (8.21), the stability
criterion is understood most easily by computing the neutral curve, which connects
all values of Ur and & for which § = 0 so that the flow is marginally stable. From
(8.21), the condition 6 = 0 implies that

ﬂz}\.4

_Pr (- 2
EYEEYE i) (222 -#) (8:26)
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This complicated relationship between U7 and k can best be displayed by solving
(8.26) for k* /24, yielding

K (2A4) — 1+ [1 Ly <4A4U%)]1/2

In Fig. 8.3 the nondimensional quantity k*/2A2, which is proportional to the
square of the zonal wave number, is plotted against the nondimensional parameter
222Uz /B, which is proportional to the thermal wind. As indicated in Fig. 8.3,
the neutral curve separates the unstable region of the U7, k plane from the stable
region. It is clear that the inclusion of the B effect serves to stabilize the flow,
for now unstable roots exist only for |Uz| > B/(212). In addition, the minimum
value of Ur required for unstable growth depends strongly on k. Thus, the g effect
strongly stabilizes the long wave end of the wave spectrum (kK — 0). Again the
flow is always stable for waves shorter than the critical wavelength L. = /27 /A.

This long wave stabilization associated with the g effect is caused by the rapid
westward propagation of long waves (i.e., Rossby wave propagation), which occurs
only when the g effect is included in the model. It can be shown that baroclini-
cally unstable waves always propagate at a speed that lies between maximum and
minimum mean zonal wind speeds. Thus, for the two-level model in the usual
midlatitude case where U; > Uz > 0, the real part of the phase speed satisfies the
inequality Uz < ¢, <U for unstable waves. In a continuous atmosphere, this would
imply that there must be a level where U = ¢,. Such a level is called a critical
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Fig. 8.3 Neutral stability curve for the two-level baroclinic model.
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level by theoreticians and a steering level by synopticians. For long waves and
weak basic state wind shear, the solution given by (8.21) will have ¢, < U3, there
is no steering level, and unstable growth cannot occur.

Differentiating (8.26) with respect to & and setting dUr /dk = 0 we find that
the minimum value of Ur for which unstable waves may exist occurs when
k? = /2)2. This wave number corresponds to the wave of maximum instabil-
ity. Wave numbers of observed disturbances should be close to the wave number
of maximum instability, for if Ur were gradually raised from zero the flow would
first become unstable for perturbations of wave number k = 2!'/41. Those per-
turbations would then amplify and in the process remove energy from the mean
thermal wind, thereby decreasing Ur and stabilizing the flow. Under normal con-
ditions of static stability the wavelength of maximum instability is about 4000 km,
which is close to the average wavelength for midlatitude synoptic systems. Fur-
thermore, the thermal wind required for marginal stability at this wavelength is
only about Uy =~ 4 ms~!, which implies a shear of 8 ms~! between 250 and
750 hPa. Shears greater than this are certainly common in middle latitudes for the
zonally averaged flow. Therefore, the observed behavior of midlatitude synoptic
systems is consistent with the hypothesis that such systems can originate from
infinitesimal perturbations of a baroclinically unstable basic current. Of course in
the real atmosphere many other factors may influence the development of syn-
optic systems, e.g., instabilities due to lateral shear in the jetstream, nonlinear
interactions of finite amplitude perturbations, and the release of latent heat in pre-
cipitating systems. However, observational studies, laboratory simulations, and
numerical models all suggest that baroclinic instability is a primary mechanism
for synoptic-scale wave development in middle latitudes.

8.2.2 Vertical Motion in Baroclinic Waves

Since the two-level model is a special case of the quasi-geostrophic system, the
physical mechanisms responsible for forcing vertical motion should be those dis-
cussed in Section 6.4. Thus, the forcing of vertical motion can be expressed in
terms of the sum of the forcing by thermal advection (evaluated at level 2) plus the
differential vorticity advection (evaluated as the difference between the vorticity
advection at level 1 and that at level 3). Alternatively, the forcing of vertical motion
can be expressed in terms of the divergence of the Q vector.

The Q vector form of the omega equation for the two-level model can be derived
simply from (6.35). We first estimate the second term on the left-hand side by finite
differencing in p. Using (8.4) and again letting wg = w4 = 0, we obtain

o _ (dw/dp); — (Bw/dp), 2w
ap? 3p (6p)?
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and observe that temperature in the two-level model is represented as

RT

— = fo (Wl ¥3)

p 3p
Thus, (6.35) becomes

o (v2 — 2,\2) = —2V+Q (8.27)
where

A" A"
Q= @ [— eV —Ys), — eV —w}
X ay

In order to examine the forcing of vertical motion in baroclinically unstable waves,
we linearize (8.27) by specifying the same basic state and perturbation variables
as in (8.8). For this situation, in which the mean zonal wind and the perturbation
streamfunctions are independent of y, the Q vector has only an x component:

(U — U):| —ﬁ ges

01 = 5

Jo I/fz
8p

The pattern of the Q vector in this case is similar to that of Fig. 6.13, with eastward
pointing Q centered at the trough and westward pointing Q centered at the ridge.
This is consistent with the fact that Q represents the change of temperature gradient
forced by geostrophic motion alone. In this simple model the temperature gradient
is entirely due to the vertical shear of the mean zonal wind [Ur « —97/dy] and
the shear of the perturbation meridional velocity tends to advect warm air poleward
east of the 500-hPa trough and cold air equatorward west of the 500-hPa trough so
that there is a tendency to produce a component of temperature gradient directed
eastward at the trough.

The forcing of vertical motion by the Q vector in the linearized model is

from (8.27)
32 4 3¢}
= 222 why = —ﬁUrﬁ (8.28)
ax adp ax
Observing that
82

we may interpret (8.28) physically by noting that

ag; T
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Thus, sinking motion is forced by negative advection of disturbance vorticity by
the basic state thermal wind (or alternatively, cold advection of the basic state
thermal field by the perturbation meridional wind), while rising motion is forced
by advection of the opposite sign.

We now have the information required to diagram the structure of a baroclini-
cally unstable disturbance in the two-level model. The lower part of Fig. 8.4 shows
schematically the phase relationship between the geopotential field and the diver-
gent secondary motion field for the usual midlatitude situation where Ur > O.
Linear interpolation has been used between levels so that the trough and ridge
axes are straight lines tilted back toward the west with height. In this example the
Y field lags the i3 field by about 65° in phase so that the trough at 250 hPa lies
65° in phase west of the 750-hPa trough. At 500 hPa the perturbation thickness
field lags the geopotential field by one-quarter wavelength as shown in the top part
of Fig. 8.4 and the thickness and vertical motion fields are in phase. Note that the
temperature advection by the perturbation meridional wind is in phase with the
500-hPa thickness field so that the advection of the basic state temperature by the
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Fig. 8.4 Structure of an unstable baroclinic wave in the two-level model. (Top) Relative phases
of the 500-hPa perturbation geopotential (solid line) and temperature (dashed line).
(Bottom) Vertical cross section showing phases of geopotential, meridional temperature
advection, ageostrophic circulation (open arrows), Q vectors (solid arrows), and temper-
ature fields for an unstable baroclinic wave in the two-level model.
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perturbation wind acts to intensify the perturbation thickness field. This tendency
is also illustrated by the zonally oriented Q vectors shown at the 500 hPa-level in
Fig. 8.4.

The pattern of vertical motion forced by the divergence of the Q vector, as shown
in Fig. 8.4, is associated with a divergence—convergence pattern that contributes
a positive vorticity tendency near the 250-hPa trough and a negative vorticity
tendency near the 750-hPa ridge, with opposite tendencies at the 250-hPa ridge
and 750-hPa trough. Since in all cases these vorticity tendencies tend to increase
the extreme values of vorticity at the troughs and ridges, this secondary circulation
system will act to increase the strength of the disturbance.

The total vorticity change at each level is, of course, determined by the sum
of vorticity advection and vortex stretching due to the divergent circulation. The
relative contributions of these processes are indicated schematically in Figs. 8.5
and 8.6, respectively. As can be seen in Fig. 8.5, vorticity advection leads the
vorticity field by one-quarter wavelength. Since in this case the basic state wind
increases with height, the vorticity advection at 250 hPa is larger than that at
750 hPa. If no other processes influenced the vorticity field, the effect of this
differential vorticity advection would be to move the upper-level trough and ridge
pattern eastward more rapidly than the lower-level pattern. Thus, the westward tilt
of the trough-ridge pattern would quickly be destroyed. The maintenance of this
tilt in the presence of differential vorticity advection is due to the concentration of
vorticity by vortex stretching associated with the divergent secondary circulation.
Referring to Fig. 8.6, we see that concentration of vorticity by the divergence
effect lags the vorticity field by about 65° at 250 hPa and leads the vorticity field
by about 65° at 750 hPa. As a result, the net vorticity tendencies ahead of the
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Fig. 8.5 Vertical cross section showing phase of vorticity change due to vorticity advection for an
unstable baroclinic wave in the two-level model.
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Fig. 8.6 Vertical cross section showing phase of vorticity change due to divergence—convergence for
an unstable baroclinic wave in the two-level model.

vorticity maxima and minima are less than the advective tendencies at the upper
level and greater than the advective tendencies at the lower level:
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Furthermore, vorticity concentration by the divergence effect will tend to amplify

the vorticity perturbations in the troughs and ridges at both the 250- and 750-hPa
levels as required for a growing disturbance.
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8.3 THE ENERGETICS OF BAROCLINIC WAVES

The previous section showed that under suitable conditions a vertically sheared
geostrophically balanced basic state flow is unstable to small wave-like perturba-
tions with horizontal wavelengths in the range of observed synoptic scale systems.
Such baroclinically unstable perturbations will amplify exponentially by drawing
energy from the mean flow. This section considers the energetics of linearized
baroclinic disturbances and shows that the potential energy of the mean flow is the
energy source for baroclinically unstable perturbations.

8.3.1 Available Potential Energy

Before discussing the energetics of baroclinic waves, it is necessary to consider
the energy of the atmosphere from a more general point of view. For all practical
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purposes, the total energy of the atmosphere is the sum of internal energy, gravita-
tional potential energy, and kinetic energy. However, it is not necessary to consider
separately the variations of internal and gravitational potential energy because in
a hydrostatic atmosphere these two forms of energy are proportional and may be
combined into a single term called the tofal potential energy. The proportionality
of internal and gravitational potential energy can be demonstrated by considering
these forms of energy for a column of air of unit horizontal cross section extending
from the surface to the top of the atmosphere.

If we let d E; be the internal energy in a vertical section of the column of height
dz, then from the definition of internal energy [see (2.4)]

dE; = pcyTdz

so that the internal energy for the entire column is
0
Er=cy / pTdz (8.29)
0

However, the gravitational potential energy for a slab of thickness dz at a height z
is just
dEp = pgzdz

so that the gravitational potential energy in the entire column is

o0 0
Ep =/,ogzdz = —/zdp (8.30)
0 Po

where we have substituted from the hydrostatic equation to obtain the last integral
in (8.30). Integrating (8.30) by parts and using the ideal gas law we obtain

o0 o0
Ep :[pdz: prsz (8.31)
0 0

Comparing (8.29) and (8.31) we see that ¢, Ep = RE;. Thus, the total potential
energy may be expressed as

Ep+Er = (cp/cv) Er = (cp/R) Ep (8.32)

Therefore, in a hydrostatic atmosphere the total potential energy can be obtained
by computing either E or E p alone.
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The total potential energy is not a very useful measure of energy in the atmo-
sphere because only a very small fraction of the total potential energy is available
for conversion to kinetic energy in storms. To demonstrate qualitatively why most
of the total potential energy is unavailable, we consider a simple model atmosphere
that initially consists of two equal masses of dry air separated by a vertical partition
as shown in Fig. 8.7. The two air masses are at uniform potential temperatures 6}
and 6, respectively, with 8; < 6,. The ground level pressure on each side of the
partition is taken to be 1000 hPa. We wish to compute the maximum kinetic energy
that can be realized by an adiabatic rearrangement of mass within the same volume
when the partition is removed.

Now for an adiabatic process, total energy is conserved:

Ex + Ep + E; = constant

where Ex denotes the kinetic energy. If the air masses are initially at rest Eg = 0.
Thus, if we let primed quantities denote the final state

Ex+Ep+E;=Ep+E

so that with the aid of (8.32) the kinetic energy realized by removal of the partition
may be expressed as

k = (cp/ev) (Er = E})

Because 6 is conserved for an adiabatic process, the two air masses cannot mix.
It is clear that £/ will be a minimum (designated by E/) when the masses are
rearranged so that the air at potential temperature 0; lies entirely beneath the air
at potential temperature 6, with the 500-hPa surface as the horizontal boundary
between the two masses. In that case the total potential energy (c,/c,) EY is not
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Fig. 8.7 Two air masses of differing potential temperature separated by a vertical partition. Dashed
lines indicate isobaric surfaces. Arrows show direction of motion when the partition is
removed.
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available for conversion to kinetic energy because no adiabatic process can further
reduce E7.

The available potential energy (APE) can now be defined as the difference
between the total potential energy of a closed system and the minimum total
potential energy that could result from an adiabatic redistribution of mass. Thus, for
the idealized model given earlier, the APE, which is designated by the symbol P, is

P = (ey/e) (E1 - ) 33

which is equivalent to the maximum kinetic energy that can be realized by an
adiabatic process.

Lorenz (1960) showed that available potential energy is given approximately
by the volume integral over the entire atmosphere of the variance of potential
temperature on isobaric surfaces. Thus, letting 6 designate the average potential
temperature for a given pressure surface and 6’ the local deviation from the average,
the average available potential energy per unit volume satisfies the proportionality

P V’lf(ﬁ/G_z) av

where V' designates the total volume. For the quasi-geostrophic model, this pro-
portionality is an exact measure of the available potential energy, as shown in the
following subsection.

Observations indicate that for the atmosphere as a whole

P/[(cp/cs) Ef] ~5x 1073, K/P~107"

Thus only about 0.5% of the total potential energy of the atmosphere is available,
and of the available portion only about 10% is actually converted to kinetic energy.
From this point of view the atmosphere is a rather inefficient heat engine.

8.3.2 Energy Equations for the Two-Layer Model

In the two-layer model of Section 8.2, the perturbation temperature field is propor-
tional to /| — %, the 250- to 750-hPa thickness. Thus, in view of the discussion in
the previous section, we anticipate that the available potential energy in this case
will be proportional to (] — 1//é)2. To show that this in fact must be the case, we
derive the energy equations for the system in the following manner: We first mul-
tiply (8.9) by —1, (8.10) by —r3, and (8.11) by (1//{ — lpé). We then integrate the
resulting equations over one wavelength of the perturbation in the zonal direction.
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The resulting zonally averaged? terms are denoted by overbars as done previously

in Chapter 7:
L
6=L—1f ()dx
0

where L is the wavelength of the perturbation. Thus, for the first term in (8.9) we
have, after multiplying by —1/1, averaging and differentiating by parts:

92y d Yy Iy 3 (Y
_wl 21 _ wl 1 - (0
ar \ ox ax dx \ 0t dx odt \ ox
The first term on the right-hand side vanishes because it is the integral of a perfect
differential in x over a complete cycle. The second term on the right can be rewritten

in the form
10 (oy]\*
20t \ ox

which is just the rate of change of the perturbation kinetic energy per unit mass
averaged over a wavelength. Similarly, —y/{ times the advection term on the left
in (8.9) can be written after integration in x as

a2 [0y 9 oy oy 02
U - U U
Wiga 2<8x) Vax [wlax<a >]+ "ax ax2

_ U aw{ —0
~ 209x\ax )
Thus, the advection of kinetic energy vanishes when integrated over a wave-
length. Evaluating the various terms in (8.10) and (8.11) in the same manner after

multiplying through by —v} and (¥ — ¥3), respectively, we obtain the following
set of perturbation energy equations:

19 (3y]\° fo——
29 Y 8.34
23t< ax Sp ¥ (8.34)
19 [ayl\> fo—

3 G
_9 =420 8.35
28t< ox ) +8pw2w3 (8:35)

o ' -
Ui =03 = Ur(w) = vd) o (v + ) + T2l (U] = vE) 836)

33
where as before Uy = (U; — U3)/2.

fo

2 A zonal average generally designates the average around an entire circle of latitude. However, for
a disturbance consisting of a single sinusoidal wave of wave number & = m /(a cos ¢), where m is an
integer, the average over a wavelength is identical to a zonal average.
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Defining the perturbation kinetic energy to be the sum of the kinetic energies of
the 250- and 750-hPa levels:

K =(1/2) |:(81ﬁ]’/8x)2 + (81ﬁ§/8x)2:|
we find by adding (8.34) and (8.35) that

dK'jdt = — (fo/8p) )y (V] — ¥5) = — 2fo/8p) Wyyrr (8.37)

Thus, the rate of change of perturbation kinetic energy is proportional to the cor-
relation between perturbation thickness and vertical motion.
If we now define the perturbation available potential energy as

Pl =22y~ v5)' /2

we obtain from (8.36)

dP'[dt = 2*Ur (¥} — v3) 3 (V] + ¥3) /ox + (fo/p) ) (V] — ¥73)

Sor o (8.38)
= 4XUryrdym/ox + (2 fo/8p) whyrr

The last term in (8.38) is just equal and opposite to the kinetic energy source term
in (8.37). This term clearly must represent a conversion between potential and
kinetic energy. If on average the vertical motion is positive (), < 0) where the
thickness is greater than average (/] — ¥5 > 0) and vertical motion is negative
where thickness is less than average, then

o (V] = ¥4) = 2007 <0

and the perturbation potential energy is being converted to kinetic energy. Physi-
cally, this correlation represents an overturning in which cold air aloft is replaced
by warm air from below, a situation that clearly tends to lower the center of mass
and hence the potential energy of the perturbation. However, the available potential
energy and kinetic energy of a disturbance can still grow simultaneously, provided
that the potential energy generation due to the first term in (8.38) exceeds the rate
of potential energy conversion to kinetic energy.

The potential energy generation termin (8.38) depends on the correlation between
the perturbation thickness 7 and the meridional velocity at 500 hPa, 3+, /0x.
In order to understand the role of this term, it is helpful to consider a particular
sinusoidal wave disturbance. Suppose that the barotropic and baroclinic parts of
the disturbance can be written, respectively, as

Ym = Apcosk(x —ct) and Y7 = Arcosk (x + xg — ct) (8.39)
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where xo designates the phase difference. Because 1, is proportional to the
500-hPa geopotential and 7 is proportional to the 500-hPa temperature (or 250-
750-hPa thickness), the phase angle kxq gives the phase difference between geopo-
tential and temperature fields at 500 hPa. Furthermore, 4,, and A7 are measures
of the amplitudes of the 500-hPa disturbance geopotential and thickness fields,
respectively. Using the expressions in (8.39) we obtain

N k [t .
1//T—=—Z A7 Ay cosk (x +xg — ct)sink (x — ct) dx
0

kA 7 Ay sin kxg (8.40)

/ [sink (x — ct)])? dx
= (ATAmksmkxo) /2

Substituting from (8.40) into (8.38) we see that for the usual midlatitude case of
a westerly thermal wind (U7 > 0) the correlation in (8.40) must be positive if the
perturbation potential energy is to increase. Thus, kx¢ must satisfy the inequality
0 < kxo < m. Furthermore, the correlation will be a positive maximum for
kxo = m/2, that is, when the temperature wave lags the geopotential wave by 90°
in phase at 500 hPa.

This case is shown schematically in Fig. 8.4. Clearly, when the temperature wave
lags the geopotential by one-quarter cycle, the northward advection of warm air by
the geostrophic wind east of the 500-hPa trough and the southward advection of
cold air west of the 500-hPa trough are both maximized. As a result, cold advection
is strong below the 250-hPa trough, and warm advection is strong below the 250-
hPa ridge. In that case, as discussed previously in Section 6.3.1, the upper-level
disturbance will intensify. It should also be noted here that if the temperature
wave lags the geopotential wave, the trough and ridge axes will tilt westward
with height, which, as mentioned in Section 6.1, is observed to be the case for
amplifying midlatitude synoptic systems.

Referring again to Fig. 8.4 and recalling the vertical motion pattern implied by
the omega equation (8.28), we see that the signs of the two terms on the right in
(8.38) cannot be the same. In the westward tilting perturbation of Fig. 8.4, the
vertical motion must be downward in the cold air behind the trough at 500 hPa.
Hence, the correlation between temperature and vertical velocity must be positive
in this situation; that is,

)Y <0

Thus, for quasi-geostrophic perturbations, a westward tilt of the perturbation
with height implies both that the horizontal temperature advection will increase
the available potential energy of the perturbation and that the vertical circulation
will convert perturbation available potential energy to perturbation kinetic energy.
Conversely, an eastward tilt of the system with height would change the signs of
both terms on the right in (8.38).
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Although the signs of the potential energy generation term and the potential
energy conversion term in (8.38) are always opposite for a developing baroclinic
wave, it is only the potential energy generation rate that determines the growth of
the total energy P’ 4+ K’ of the disturbance. This may be proved by adding (8.37)
and (8.38) to obtain

d (P + K') /dt = A >Uryrr 9y, /ox

Provided the correlation between the meridional velocity and temperature is
positive and Ur > 0, the total energy of the perturbation will increase. Note that
the vertical circulation merely converts disturbance energy between the available
potential and kinetic forms without affecting the total energy of the perturbation.

The rate of increase of the total energy of the perturbation depends on the mag-
nitude of the basic state thermal wind Ur. This is, of course, proportional to the
zonally averaged meridional temperature gradient. Because the generation of per-
turbation energy requires systematic poleward transport of warm air and equator-
ward transport of cold air, it is clear that baroclinically unstable disturbances tend
to reduce the meridional temperature gradient and hence the available potential
energy of the mean flow. This latter process cannot be described mathematically
in terms of the linearized equations. However, from Fig. 8.8 we can see qualita-
tively that parcels that move poleward and upward with slopes less than the slope
of the zonal mean potential temperature surface will become warmer than their
surroundings, and vice versa for parcels moving downward and equatorward. For

90"'389

6p+2886

6,+58

6o

y

Fig. 8.8 Slopes of parcel trajectories relative to the zonal mean potential temperature surfaces for a
baroclinically unstable disturbance (solid arrows) and for a baroclinically stable disturbance
(dashed arrows).
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such parcels the correlations between disturbance meridional velocity and tem-
perature and between disturbance vertical velocity and temperature will both be
positive as required for baroclinically unstable disturbances. For parcels that have
trajectory slopes greater than the mean potential temperature slope, however, both
of these correlations will be negative. Such parcels must then convert disturbance
kinetic energy to disturbance available potential energy, which is in turn converted
to zonal mean available potential energy. Therefore, in order that perturbations
are able to extract potential energy from the mean flow, the perturbation parcel
trajectories in the meridional plane must have slopes less than the slopes of the
potential temperature surfaces, and a permanent rearrangement of air must take
place for there to be a net heat transfer.

Since we have previously seen that poleward-moving air must rise and
equatorward-moving air must sink, it is clear that the rate of energy generation
can be greater for an atmosphere in which the meridional slope of the poten-
tial temperature surfaces is large. We can also see more clearly why baroclinic
instability has a short-wave cutoff. As mentioned previously, the intensity of the
vertical circulation must increase as the wavelength decreases. Thus, the slopes
of the parcel trajectories must increase with decreasing wavelength, and for some
critical wavelength the trajectory slopes will become greater than the slopes of the
potential temperature surfaces. Unlike convective instability, where the most rapid
amplification occurs for the smallest possible scales, baroclinic instability is most
effective at an intermediate range of scales.

The energy flow for quasi-geostrophic perturbations is summarized in Fig. 8.9
by means of a block diagram. In this type of energy diagram each block represents a
reservoir of a particular type of energy, and arrows designate the direction of energy
flow. The complete energy cycle cannot be derived in terms of linear perturbation
theory but will be discussed qualitatively in Chapter 10.

8.4 BAROCLINIC INSTABILITY OF A CONTINUOUSLY STRATIFIED
ATMOSPHERE

In the two previous sections some basic aspects of baroclinic instability were elu-
cidated in the context of a simple two-layer model. The dependence of growth
rate on vertical shear and the existence of a short-wave cutoff were clearly demon-
strated. The two-layer model, however, does have one severe constraint: it assumes
that the altitude dependence of large-scale systems can be adequately represented
with only two degrees of freedom in the vertical (i.e., the streamfunctions at the
250- and 750-hPa levels). Although most synoptic-scale systems in midlatitudes
are observed to have vertical scales comparable to the depth of the troposphere,
observed vertical structures do differ. Disturbances that are concentrated near the
ground or near the tropopause can hardly be represented accurately in the two-layer
model.
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Fig. 8.9 Energy flow in an amplifying baroclinic wave.

An analysis of the structure of baroclinic modes for realistic mean zonal wind
profiles is quite complex, and indeed can only be done by numerical methods.
However, without obtaining specific normal mode solutions, it is possible to obtain
necessary conditions for baroclinic or barotropic instability from an integral theo-
rem first developed by Rayleigh. This theorem, which is discussed in Section 8.4.2,
also shows how baroclinic instability is intimately related to the mean meridional
gradient of potential vorticity and the mean meridional temperature gradient at the
surface.

If a number of simplifying assumptions are made, it is possible to pose the
stability problem for a continuously stratified atmosphere in a fashion that leads to
a second-order differential equation for the vertical structure that can be solved by
standard methods. This problem was originally studied by the British meteorologist
Eady (1949) and, although mathematically similar to the two-layer model, provides
additional insights. It is developed in Section 8.4.3.

8.4.1 Log-Pressure Coordinates

Derivation of the Rayleigh theorem and the Eady stability model is facilitated if we
transform from the standard isobaric coordinates to a vertical coordinate based on
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the logarithm of pressure. In the log-pressure coordinates, the vertical coordinate
is defined as
Z*=—HlIn(p/ps) (8.41)

where p; is a standard reference pressure (usually taken to be 1000 hPa) and H
is a standard scale height, H = RTs/g, with T a global average temperature. For
the special case of an isothermal atmosphere at temperature T, z* is exactly equal
to geometric height, and the density profile is given by the reference density

o0 () = pyexp (~=*/ H)

where py is the density at z* = 0.
For an atmosphere with a realistic temperature profile, z* is only approximately
equivalent to the height, but in the troposphere the difference is usually quite small.
The vertical velocity in this coordinate system is

w* = DZ*/dt

The horizontal momentum equation in the log-pressure system is the same as that
in the isobaric system:

DV/Dt+ fkxV=-Vod (8.42)
However, the operator D/ Dt is now defined as
D/Dt =9/3t+ VeV +w*3/0z*

The hydrostatic equation 0®/dp = —a can be transformed to the log-pressure
system by multiplying through by p and using the ideal gas law to get

0®/dIn p=—RT
which upon dividing through by —H and using (8.41) gives
9d/0z" = RT/H (8.43)

The log-pressure form of the continuity equation can be obtained by transforming
from the isobaric coordinate form (3.5). We first note that

w* = —(H/p) Dp/Dt = —Hw/p

so that

ap  dp

az* H po 0zF

do 9 (pw*)_aw* w* 19 (pow*)
=) = Z _ 2T
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Thus, in log-pressure coordinates the continuity equation becomes simply

9 v 1 3 (pow*
du ov 13w (8.44)
ax Jdy po O0z*

It is left as a problem for the reader to show that the first law of thermodynamics
(3.6) can be expressed in log-pressure form as

9 D kJ
= V) 2 *NZ = 2 8.45
(3t+v )32*+w H (8.45)

where
N? = (R/H)(dT/3z* +«T/H)

is the buoyancy frequency squared (see Section 2.7.3) and ¥ = R/c. Unlike the
static stability parameter, S, in the isobaric form of the thermodynamic equation
(3.6), the parameter N2 varies only weakly with height in the troposphere; it can
be assumed to be constant without serious error. This is a major advantage of the
log-pressure formulation.

The quasi-geostrophic potential vorticity equation (6.24) has the same form as
in the isobaric system, but with ¢ defined as

13 dy
=V —_— — 8.46
q v+t o 92" <8poaz*) (8.46)

where ¢ = foz/N2 .

8.4.2 Baroclinic Instability: The Rayleigh Theorem

We now examine the stability problem for a continuously stratified atmosphere
on the midlatitude 8 plane. The linearized form of the quasi-geostrophic potential
vorticity equation (6.24) can be expressed in log-pressure coordinates as

d _d\ , ogoy
g 79 29 -0 8.47
(E)t +”ax>q T3y ox (847)
where )
1 9 BN
=V 4+ — 8.48
q v+ o 37" <ng 32*) (8.48)
and

og ¥u 1 9 ou
R e (8.49)
ay ay po 0z* az*
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As in the two-layer model, boundary conditions are required at lower and upper
boundary pressure surfaces. Assuming that the flow is adiabatic and that the vertical
motion w* vanishes at these boundaries, the linearized form of the thermodynamic
energy equation (8.45) valid at horizontal boundary surfaces is simply

0 9\ oy’ oy’ du
9 GO\ W ow (8.50)
ot dx ) oz* dox dz*
The sidewall boundary conditions are
aY'/ox =0, hence, ¥’ =0 at y==+L (8.51)

We now assume that the perturbation consists of a single zonal Fourier compo-
nent propagating in the x direction:

v (x, y,z,1) :Re{\ll(y, z) exp [ik(x —ct)]} (8.52)
where W (y, z) = W, 4+ iW; is a complex amplitude, & is the zonal wave number,

and ¢ = ¢, + ic; is a complex phase speed. Note that (8.52) can alternatively be
expressed as

v (x, y.z 1) = ekc’t[\ll, cosk(x — ¢yt) — Wi sink(x — ¢,1)]
Thus, the relative magnitudes of W, and W; determine the phase of the wave for

any y, z*.
Substituting from (8.52) into (8.47) and (8.50) yields

RV 1 9 oW ag
U—c)| — — KWV —— — 2w =0 8.53
=9 [ dy? * po 3z* <8p0 32*)] * dy (853
and
_ oV ou .
@—c)— — —W =0 atzX=0 (8.54)
az* 0z*

If the upper boundary is taken to be a rigid lid at a finite height, as is sometimes
done in theoretical studies, the condition (8.54) is appropriate at that boundary as
well. Alternatively the upper boundary condition can be specified by requiring W
to remain finite as z* — oo.

Equation (8.53), together with its boundary conditions, constitutes a linear
boundary value problem for W(y, z*). It is generally not simple to obtain solu-
tions to (8.53) for realistic mean zonal wind profiles. Nevertheless, we can obtain
some useful information on stability properties simply by analyzing the energetics
of the system.
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Dividing (8.53) by (# — ¢) and separating the resulting equation into real and
imaginary parts we obtain

dz*

P, 10 oW _ _
5+ (e ) = [K2 = 8. 07/00)| W, — 107 /0y%; =0 (855
ay po 0z*

2w, 19 AW;
e [y [k2 —s, (ac—]/ay)] W, +8;,07/0y¥, =0 (8.56)
ay po 0z* az*
where _
u—c ci
5= —2" _ and &=

@ —cr)* +c2 @ —c)* +c?
Similarly, dividing (8.54) through by (& — ¢) and separating into real and imaginary
parts gives for the boundary condition at z* = 0:

oW,  om 0w o
L L G- Y) =0 SR G s =0 (35T

Multiplying (8.55) by ¥;, (8.56) by W,., and subtracting the latter from the former
yields

qj_azw,_\pazw,» N q,.i . AW, _\pi . N
o " 9y2 " 9y? oz \ 0% "oz \ PO

— 008 (37 /0) (w} + \11,2) —0 (858)

Using the chain rule of differentiation, (8.58) can be expressed in the form

0 v, oy, 0 ow, ov;
po— | Wi -V + gpo | W -V, —

ay ay s B_y az* oy az*
— p03i(87/0y) (W2 +92) =0 (859)
The first term in brackets in (8.59) is a perfect differential in y; the second term

is a perfect differential in z*. Thus, if (8.59) is integrated over the y, z* domain
the result can be expressed as

I, I, . I, I,
w0, T gz [ epo (it~ w SE) | ay

+L oo

-
= / / 008 L (w,.2+\1/,2) dydz"  (8.60)
ay
—L 0



256 8 SYNOPTIC-SCALE MOTIONS II

However, from (8.51) ¥; = W, = 0 at y = &£ L so that the first integral in (8.60)
vanishes. Furthermore, if ¥ remains finite as z* — oo the contribution to the
second integral of (8.60) at the upper boundary vanishes. If we then use (8.57) to
eliminate the vertical derivatives in this term at the lower boundary, (8.60) can be
expressed as

+L

8q p0|‘1’|2 dyd= ou po W

= _pdyaz — [ o0 2

aylu—CI 9z |u — ¢
L z

dy| =0  (8.61)
*=0

where |W|> = \I’rz + \Illz is the disturbance amplitude squared.

Equation (8.61) has important implications for the stability of quasi-geostrophic
perturbations. For unstable modes, ¢; must be nonzero, and thus the quantity in
square brackets in (8.61) must vanish. Because |W|?/|u — c|? is nonnegative,
instability is possible only when 0u/3z* at the lower boundary and (3g/dy) in the
whole domain satisfy certain constraints:

(a) If du/0z* at z* = 0 (which by thermal wind balance implies that the merid-
ional temperature gradient vanishes at the boundary), the second integral
in (8.61) vanishes. Thus, the first integral must also vanish for instability
to occur. This can occur only if dg/dy changes sign within the domain
(i.e., ¢ /0y = 0 somewhere). This is referred to as the Rayleigh necessary
condition and is another demonstration of the fundamental role played by
potential vorticity. Because d¢/dy is normally positive, it is clear that in the
absence of temperature gradients at the lower boundary, a region of neg-
ative meridional potential vorticity gradients must exist in the interior for
instability to be possible.

(b) If 9g/dy > 0 everywhere, then it is necessary that 9u/9z* > 0 somewhere
at the lower boundary for ¢; > 0.

(c) If du/dz* < 0 everywhere at z* = 0, then it is necessary that dg/dy < 0
somewhere for instability to occur. Thus, there is an asymmetry between
westerly and easterly shear at the lower boundary, with the former more
favorable for baroclinic instability.

The basic state potential vorticity gradient in (8.49) can be written in the form

ag %u e ou %u e du

ay ay Hoz* az* 9z* 3z*
Because 8 is positive everywhere, if € is constant a negative basic state potential
vorticity gradient can occur only for strong positive mean flow curvature (i.e.,

82E/By2 or 825/32*2 >> () or strong negative vertical shear (du/9z* << 0).
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Strong positive meridional curvature can occur at the core of an easterly jet or on
the flanks of a westerly jet. Instability associated with such horizontal curvature is
referred to as barotropic instability. The normal baroclinic instability in midlati-
tudes is associated with mean flows in which dg/dy > 0 and 0u/dz* > 0 at the
ground. Hence, a mean meridional temperature gradient at the ground is essential
for the existence of such instability. Baroclinic instability can also be excited at
the tropopause due to the rapid decrease of ¢ with height if there is a sufficiently
strong easterly mean wind shear to cause a local reversal in the mean potential
vorticity gradient.

8.4.3 The Eady Stability Problem

This section analyzes the structures (eigenfunctions) and growth rates (eigenval-
ues) for unstable modes in the simplest possible model that satisfies the necessary
conditions for instability in a continuous atmosphere given in the previous subsec-
tion. For simplicity we make the following assumptions:

(i) Basic state density constant (Boussinesq approximation).
(i) f-plane geometry (8 = 0).
(iii) 0u/dz* = A = constant.
(iv) Rigid lids at z* = 0 and H.

These conditions are only a crude model of the atmosphere, but provide a first
approximation for study of the dependence of vertical structure on horizontal scale
and stability. Despite the zero mean potential vorticity in the domain, the Eady
model satisfies the necessary conditions for instability discussed in the previous
subsection because vertical shear of the basic state mean flow at the upper bound-
ary provides an additional term in (8.61) that is equal and opposite to the lower
boundary integral.

Using the aforementioned approximations, the quasi-geostrophic potential vor-
ticity equation and thermodynamic energy equation are

3  _d 5, %y
il ) (v =0 8.62
<8t+u8x)< Ve (862

a _a\oy oy ou N2
—_— u— — _— + w — =
at dox ) 0z* ax oz* fo

and

0 (8.63)

respectively, where again ¢ = f02 /N2,
Letting

Y’ (x, ¥, Z5, t) =V (z*) cos 1y exp [ik (x — ct)]

64
ﬂ(z*) = AZ* 8.64)
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where as in the previous subsection W (z*) is a complex amplitude and ¢ a complex
phase speed, and substituting from (8.64) into (8.62) we find that the vertical
structure is given by the solution of the standard second-order differential equation

Fe / A7 — W =0 (8.65)

where o2 = (k2 + 12) /€. A similar substitution into (8.63) yields the boundary
conditions
(A —c)dV/dz* — WA =0, atz*=0,H (8.66)

valid for rigid horizontal boundaries (w* = 0) at the surface (z* = 0) and the
tropopause (z* = H).
The general solution of (8.65) can be written in the form

V (") = Asinhaz* + B coshaz* (8.67)

Substituting from (8.67) into the boundary conditions (8.66) for z* = 0 and H
yields a set of two linear homogeneous equations in the amplitude coefficients 4
and B:

—cad—BA =0
o (AH —c)(AcoshaH + BsinhaH) — A (AsinhaH + BcoshaH) =0
As in the two-layer model a nontrivial solution exists only if the determinant of

the coefficients of 4 and B vanishes. Again, this leads to a quadratic equation in
the phase speed c. The solution (see Problem 8.12) has the form

AH N AH 4cosha H N 4 742 869
c=——=*+—|1-— .
2 2 aHsinhaH «?H?
Thus dcosha H 4
¢ A0 if 1 — —SNXT <0

aHsinhaH «?H?

and the flow is then baroclinically unstable. When the quantity in square brackets
in (8.68) is equal to zero, the flow is said to be neutrally stable. This condition
occurs for « = o, where

a?H?/4 —a.H (tanha. H) "' 41 =0 (8.69)

Using the identity

(YCH 2 OCCH
tanh o, H = 2 tanh 2 1 + tanh >
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we can factor (8.69) to yield

|:aCH (aCH)] |:aCH <aCH>j|
— tanh — coth =0 (8.70)
2 2 2 2

Thus, the critical value of « is given by a. H/2 = / coth(a. H/2), which implies
oo H = 2.4. Hence instability requires o < « or

(k2 + 12) < (ag f02/N2) ~5.76/L%

where Lr = N H/fy =~ 1000 km is the Rossby radius of deformation for a con-
tinuously stratified fluid [compare 21 defined just below (8.16)]. For waves with

(a) Geopotential

T

10

(c) Temperature

.
Y A
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0.5
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00

kX —e

Fig.8.10 Properties of the most unstable Eady wave. (a) Contours of perturbation geopotential height;
H and L designate ridge and trough axes, respectively. (b) Contours of vertical velocity; up
and down arrows designate axes of maximum upward and downward motion, respectively.
(c) Contours of perturbation temperature; W and C designate axes of warmest and coldest
temperatures, respectively. In all panels 1 and 1/4 wavelengths are shown for clarity.
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equal zonal and meridional wave numbers (k = /), the wavelength of maximum
growth rate turns out to be

Ly =227 L/ (Hay) = 5500 km

where «,, is the value of « for which kc¢; is a maximum.

Substituting this value of « into the solution for the vertical structure of the
streamfunction (8.67) and using the lower boundary condition to express the coef-
ficient B in terms of 4, we can determine the vertical structure of the most unstable
mode. As shown in Fig. 8.10, trough and ridge axes slope westward with height, in
agreement with the requirements for extraction of available potential energy from
the mean flow. The axes of the warmest and coldest air, however, tilt eastward with
height, a result that could not be determined from the two-layer model where tem-
perature was given at a single level. Furthermore, Figs. 8.10a and 8.10b show that
east of the upper-level trough axis, where the perturbation meridional velocity is
positive, the vertical velocity is also positive. Thus, parcel motion is poleward and
upward in the region where 8’ > 0. Conversely, west of the upper-level trough axis
parcel motion is equatorward and downward where 8’ < 0. Both cases are thus
consistent with the energy converting parcel trajectory slopes shown in Fig. 8.8.

8.5 GROWTH AND PROPAGATION OF NEUTRAL MODES

As suggested earlier, baroclinic wave disturbances with certain favorable initial
configurations may amplify rapidly even in the absence of baroclinic instability.
The theory for the optimal initial perturbations that give rise to rapid transient
growth is beyond the scope of this book. The basic idea of transient growth of
neutral modes can be illustrated quite simply, however, in the two-layer model by
considering disturbances that consist of waves with zonal wave numbers slightly
higher than the short-wave cutoff for baroclinic instability. Similarly, neutral nodes
of the two-layer model can also be used to demonstrate the important phenomenon
of downstream development of disturbances due to the group velocity effect (see
Fig. 7.4).

8.5.1 Transient Growth of Neutral Waves

If we neglect the g effect, let U,, = 0, and assume that k2 > 222, the two-layer
model of Section 8.2 has two oppositely propagating neutral solutions given by
(8.24) with zonal phase speeds

cir=4+Uru; co=-Uru. (8.71)

K2 — 2272
=)

where

k2 222
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Then from (8.17) a disturbance consisting of these two modes can be
expressed as

Ym = Arexp ik (x —c1t)] + Az exp [ik (x — c2t)] (8.72a)

Y7 = Brexplik (x —cit)] + Brexp [ik (x — cat)] (8.72b)
but from (8.18)
c1A1 —UrB1 =0; ¢4, —UrBy =0

So that with the aid of (8.71)
By =pdy; By =-—uds (8.73)
For an initial disturbance confined entirely to the upper level, it is easily verified
that ¥, = ¥r (Y1 = 2¢, and Y3 = 0). Thus, initially 41 + A2 = By + B», and

substituting from (8.73) gives

Ay =—A1 [(A—p) /(A + )]

Hence, if A is real, the streamfunctions of (8.72a,b) can be expressed as

(I =w
(I+w)

Ym (x, 1) = A |:cos [k (x — nUrt)] — cos [k (x + /LUTt)]:|

(8.74a)

= 2ndr [cos kx cos (kpUrt) + ! sin kx sin (kMUTt):|
(14 1) ’
(1—p)
Vr (x,t) = pAy | cos [k (x — uUrt)] + cos [k (x + nUrh)]
I+
s, (8.74b)

= ————[cos kx cos (kuUrt) + wsinkx sin (kpuUrt) |

(1+u>

The first forms of the right side in (8.74a,b) show that for small u the barotropic
mode initially consists of two waves of nearly equal amplitude that are 180° out
of phase so that they nearly cancel, whereas the baroclinic mode initially consists
of two very weak waves that are in phase.

As time advances the two oppositely propagating barotropic modes begin to
reinforce each other, leading to a maximum amplitude trough 90° to the east of the



262 8 SYNOPTIC-SCALE MOTIONS II

initial trough at time ¢, = 7/ (2kpnUr). From (8.74) the baroclinic and barotropic
modes at time ¢, are then

(wm)max = 2A1 (1 + M)_l sin kx

. (8.75a,b)
W) max = 241 14> (1 + 1)~V sin kx

from which it is shown easily that

(VD) max = 241 (1 + ,uz) A+ ) tsinkx;  (W3)pa = 241 (1 — ) sinkx

so that for small p the resulting disturbance is nearly barotropic. Thus, the initial
disturbance not only amplifies, but spreads in the vertical. The time for growth
to maximum amplitude is inversely proportional to the basic state thermal wind;
the maximum amplitude, however, depends only on the initial amplitude and the
parameter (.

Figure 8.11 shows the initial and maximum amplitudes of the barotropic and
baroclinic streamfunctions for fo = 107%s™!, 6 =2 x 10°m?Pa—2s72, Uy =
35 ms~!, and a zonal wavelength of 3000 km. In this case the amplitude of the
barotropic disturbance increases by a factor of 8 in about 48 h. Although the most
unstable normal mode for these conditions amplifies by a similar amount in less
than 1 day, if the initial upper level neutral disturbance has a velocity amplitude of
a few meters per second, its growth on the time scale of a few days may dominate
over anormal mode instability that grows exponentially from a much smaller initial
perturbation.

As with normal mode baroclinic instability, the energy source for the transient
amplification of the neutral modes is conversion of the available potential energy
of the mean flow into disturbance potential energy by meridional temperature
advection, followed immediately by conversion to disturbance kinetic energy by
the secondary vertical circulation. This secondary circulation has a vertical velocity
field that lags the upper level streamfunction field by 90° phase. Maximum upward
motion and lower level convergence thus occur to the west of the initial upper level
ridge, and maximum downward motion and lower level divergence occur west of
the initial upper level trough. Vorticity tendencies associated with this convergence
and divergence pattern partly balance the eastward vorticity advection at the upper
level and also act to produce a lower level trough to the east of the initial upper
level trough and lower level ridge to the east of the initial upper level ridge. The
result is that a pattern of nearly barotropic troughs and ridges develops 90° to the
east of the initial trough and ridge pattern. Unlike normal mode instability the
growth in this case does not continue indefinitely. Rather, for a given value of u
the maximum growth occurs at the time for which ¢,, = 7w /(2kUr ). As the zonal
wave number approaches the short-wave instability cutoff, the total amplification
increases, but the amplification time also increases.
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transient growth of neutral waves
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Fig. 8.11 Zonal distribution of the amplitude of a transient neutral disturbance initially confined
entirely to the upper layer in the two-layer model. Dashed lines show the initial distribution
of the baroclinic and barotropic modes; solid lines show the distribution at time of maximum
amplification.

8.5.2 Downstream Development

It was noted in Section 7.2.2 that under some circumstances the zonal group
velocity may exceed the zonal phase speed so that the energy of a wave group
propagates faster than the individual wave disturbances. This dispersion effect
was demonstrated for barotropic Rossby waves in Problem 7.19. The 8 effect is
not necessary, however, for the development of new disturbances to occur down-
stream of the original wave disturbances on the synoptic scale. The two-layer
channel model with constant Coriolis parameter can be used to demonstrate the
process of dispersion and downstream development of neutral waves in a simple
context.

Expressed in terms of wave frequency, the dispersion relation of (8.24) becomes

v = kU, £ kuUr (8.76)
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where u is defined below (8.71). The corresponding group velocity is then

s u (14 (8.77)
ok omE TR & — 424 '

Cox =
Comparison of (8.77 ) with (8.71) shows that relative to the mean zonal flow
the group velocity exceeds the phase velocity by the factor in parentheses on the
right side of (8.77 ) for both eastward and westward directed neutral modes. For

example, if k2 = 212 (1 + ﬁ), the group velocity equals twice the phase speed,
which is the situation shown schematically in Fig. 7.4.

PROBLEMS

8.1. Show using (8.25) that the maximum growth rate for baroclinic instability
when 8 = 0 occurs for

K2 =22 (f— 1)

How long does it take the most rapidly growing wave to amplify by a factor
ofelif A2 =2x 107 m™ and Ur =20 ms™!?

8.2. Solve for 5 and )} in terms of | for a baroclinic Rossby wave whose
phase speed satisfies (8.23). Explain the phase relationship among v/{, /5,
) and in terms of the quasi-geostrophic theory. (Note that Ur = 0 in this
case.)

8.3. For the case U; = —Us and k> = A2 solve for ¥} and ), in terms of | for
marginally stable waves [i.e., § = 0in (8.21)].

8.4. For the case 8 = 0, k2 = A2, and U,, = Uy solve for Y5 and o) in terms of
1. Explain the phase relationships among ), ¥, and v} in terms of the
energetics of quasi-geostrophic waves for the amplifying wave.

8.5. Suppose that a baroclinic fluid is confined between two rigid horizontal lids
in a rotating tank in which 8 = 0 but friction is present in the form of
linear drag proportional to the velocity (i.e., Fr = —uV). Show that the
two-level model perturbation vorticity equations in Cartesian coordinates
can be written as
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8.6.

8.7.

8.8.
8.9.

8.10.

8.11.

8.12.

8.13.

where perturbations are assumed in the form given in (8.8). Assuming solu-
tions of the form (8.17), show that the phase speed satisfies a relationship
similar to (8.21) with S replaced everywhere by i uk, and that as a result the
condition for baroclinic instability becomes

~1/2
Ur > (n2 - k2)

For the case 8 = 0 determine the phase difference between the 250- and 750-
hPa geopotential fields for the most unstable baroclinic wave (see Problem
8.1). Show that the 500-hPa geopotential and thickness fields (¥, ¥7) are
90° out of phase.

For the conditions of Problem 8.6, given that the amplitude of ¥, is 4 =
10" m2 s, solve the system (8.18) and (8.19) to obtain B. Let 22 =2.0x
1072 m~2 and Ur = 15ms~!. Use your results to obtain expressions for
¥ and ¥,

For the situation of Problem 8.7, compute ), using (8.28).

Compute the total potential energy per unit cross-sectional area for an atmo-
sphere with an adiabatic lapse rate given that the temperature and pressure
at the ground are p = 10° Paand 7 = 300 K, respectively.

Consider two air masses at the uniform potential temperatures 6; = 320K
and 6, = 340K that are separated by a vertical partition as shown in Fig.
8.7. Each air mass occupies a horizontal area of 10* m? and extends from
the surface (pg = 10° Pa) to the top of the atmosphere. What is the available
potential energy for this system? What fraction of the total potential energy
is available in this case?

For the unstable baroclinic wave that satisfies the conditions given in Prob-
lems 8.7 and 8.8, compute the energy conversion terms in (8.37) and (8.38)
and hence obtain the instantaneous rates of change of the perturbation kinetic
and available potential energies.

Starting with (8.62) and (8.63), derive the phase speed ¢ for the Eady wave
given in (8.68).

Unstable baroclinic waves play an important role in the global heat budget
by transferring heat poleward. Show that for the Eady wave solution the
poleward heat flux averaged over a wavelength,

|

L
1
VT = /v/T/dx
0
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is independent of height and is positive for a growing wave. How does the
magnitude of the heat flux at a given instant change if the mean wind shear
is doubled?

8.14. Assuming that the coefficient 4 in (8.67) is real, obtain an expression for

8.15.

8.16.

the geostrophic streamfunction v (x, y, z*, t) for the most unstable mode
in the Eady stability problem for the case k = /. Use this result to derive an
expression for the corresponding vertical velocity w* in terms of 4.

For the neutral baroclinic wave disturbance in the two-layer model given by
(8.75a,b), derive the corresponding ) field. Describe how the convergence
and divergence fields associated with this secondary circulation influence
the evolution of the disturbance.

For the situation of Problem 8.15, derive expressions for the conversion of
zonal available potential energy to eddy available potential energy and the
conversion of eddy available potential energy to eddy kinetic energy.

MATLAB EXERCISES

MS8.1. By varying the input zonal wavelength in the MATLAB script

M8.2.

twolayer_model_1A.m, find the shortest zonal wavelength for which the
two-layer model is baroclinically unstable and the wavelength of maxi-
mum instability (i.e., most rapid growth rate) in the case where the basic
state thermal wind is 15 ms™'. The case given corresponds to the situation
given in Section 8.2.1 in the textbook. The code of twolayer_model _1B.m
differs only in that a finite meridional width is assumed with meridional
wave number m = /(3000 km). Compare the zonal wavelengths for
short-wave cutoff and for maximum growth rate for these two cases.

Use the MATLAB script twolayer_model 2A.m in order to examine the
transient growth associated with a disturbance that is initially entirely
confined to the 250-hPa level. Let the basic state thermal wind be 25 m
s~'. By examining zonal wavelengths shorter than the instability cutoff
determined in Problem MS.1, find the zonal wavelength that gives the
largest amplification of the disturbance. Repeat this exercise using the
script twolayer_model 2B.m, which includes a meridional dependence
with wave number m = 7 /(3000 km). [Note that the program will termi-
nate if you choose a wavelength that is long enough to be baroclinically
unstable.] Discuss the vertical structure of the transiently growing stable
modes. What sort of situation in the real atmosphere does this solution
crudely model?
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MS8.3.

M8.4.

MB8.5.

The MATLAB script twolayer_model_3b.m shows the propagation of a
wave packet composed of the sum of nine eastward propagating neutral
waves of the two-layer model, ranging in wave number from 0.6 to 1.6k,
where k = 27/L, and L = 1850 km. Run the script and estimate from
the animation the characteristic phase velocity and the characteristic group
velocity for the cases of Uy = 15 and 30 ms~!.

Suppose that a meridional dependence is included in the eddy fields in the
two-layer model so that (8.17) becomes

Ym = A cos (my) 6=y = B cos (my)e

ik(x—ct)

wherem = 27 /L and L), = 3000 km. Determine the zonal wavelength of
the most unstable wave. Solve for the fields ¥,,, ¥, and a)’2 andplot (x, y)
cross sections of these fields using the MATLAB script contour_sample.m
as a template. Hint: The solutions in this case are similar to those of Prob-
lems 8.6-8.8 but with k2 replaced by k% + m? everywhere.

The MATLAB script eady_model _1.m shows vertical and meridional cross
sections of the solution for the Eady model (Section 8.4.3) for the most
unstable wave mode at time t = 0. Modify this script to plot the solution
for the Eady wave corresponding to the neutral stability condition given
in (8.69). Explain the vertical structure in this case in terms of quasi-
geostrophic theory.

Suggested References

Charney (1947) is the classic paper on baroclinic instability. The mathematical level is advanced,
but Charney’s paper contains an excellent qualitative summary of the main results which is very
readable.

Hoskins, MclIntyre, and Robertson (1985) discuss cyclogenesis and baroclinic instability from a poten-
tial vorticity perspective.

Pedlosky, Geophysical Fluid Dynamics (2nd ed.), contains a thorough treatment of normal mode
baroclinic instability at a mathematically advanced level.

Pierrehumbert and Swanson (1995) review numerous aspects of baroclinic instability, including
spatiotemporal development.



CHAPTER 9

Mesoscale Circulations

The previous chapters focused primarily on the dynamics of synoptic and plan-
etary scale circulations. Such large-scale motions are strongly influenced by the
rotation of the earth so that outside the equatorial zone the Coriolis force dominates
over inertia (i.e., the Rossby number is small). To a first approximation, as shown
in Chapter 6, large-scale motions can be modeled by quasi-geostrophic theory.

The study of quasi-geostrophic motions has been a central theme of dynamic
meteorology for many years. Not all important circulations fit into the quasi-
geostrophic classification, however. Some have Rossby numbers of order unity,
and some are hardly at all influenced by the rotation of the earth. Such circulations
include a wide variety of phenomena. They all, however, are characterized by
horizontal scales that are smaller than the synoptic scale (i.e., the macroscale of
motion), but larger than the scale of an individual fair weather cumulus cloud
(i.e., the microscale). Hence, they can be classified conveniently as mesoscale
circulations. Most severe weather is associated with mesoscale motion systems.
Thus, understanding of the mesoscale is of both scientific and practical importance.

268
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9.1 ENERGY SOURCES FOR MESOSCALE CIRCULATIONS

Mesoscale dynamics is generally defined to include the study of motion systems
that have horizontal scales in the range of about 10 to 1000 km. It includes cir-
culations ranging from thunderstorms and internal gravity waves at the small
end of the scale to fronts and hurricanes at the large end. Given the diverse
nature of mesoscale systems, it is not surprising that there is no single concep-
tual framework, equivalent to the quasi-geostrophic theory, that can provide a
unified model for the dynamics of the mesoscale. Indeed, the dominant dynamical
processes vary enormously depending on the type of mesoscale circulation system
involved.

Possible sources of mesoscale disturbances include instabilities that occur intrin-
sically on the mesoscale, forcing by mesoscale thermal or topographic sources,
nonlinear transfer of energy from either macroscale or microscale motions, and
interaction of cloud physical and dynamical processes.

Although instabilities associated with the mean velocity or thermal structure of
the atmosphere are a rich source of atmospheric disturbances, most instabilities
have their maximum growth rates either on the large scale (baroclinic and most
barotropic instability) or on the small scale (convection and Kelvin—Helmholtz
instability). Only symmetric instability (to be discussed in Section 9.3) appears to
be an intrinsically mesoscale instability.

Mountain waves created by flow over individual peaks are generally regarded
as small-scale phenomena. However, flow over large mountain ranges can produce
orographic disturbances in the 10- to 100-km mesoscale range, whose character-
istics depend on the mean wind and static stability profiles and the scale of the
orography. Flow over mountain ranges, such as the Front Range of the Colorado
Rockies, can under some conditions of mean flow and static stability lead to strong
downslope wind storms.

Energy transfer from small scales to the mesoscale is a primary energy source
for mesoscale convective systems. These may start as individual convective cells,
which grow and combine to form thunderstorms, convective complexes such as
squall lines and mesocyclones, and even hurricanes. Conversely, energy transfer
from the large scale associated with temperature and vorticity advection in synoptic-
scale circulations is responsible for the development of frontal circulations.

9.2 FRONTS AND FRONTOGENESIS

In the discussion of baroclinic instability in Chapter 8 the mean thermal wind Ur
was taken to be a constant independent of the y coordinate. That assumption was
necessary to obtain a mathematically simple model that retained the basic insta-
bility mechanism. It was pointed out in Section 6.1, however, that baroclinicity is
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not distributed uniformly in the atmosphere. Rather, horizontal temperature gra-
dients tend to be concentrated in baroclinic zones associated with tropospheric jet
streams. Not surprisingly, the development of baroclinic waves is also concentrated
in such regions.

We showed in Section 8.3 that the energetics of baroclinic waves require that
they remove available potential energy from the mean flow. Thus, on average baro-
clinic wave development tends to weaken the meridional temperature gradient (i.e.,
reduce the mean thermal wind). The mean pole to equator temperature gradient is
of course restored continually by differential solar heating, which maintains the
time-averaged temperature gradient pattern. In addition there are transient dynam-
ical processes that produce zones with greatly enhanced temperature gradients
within individual baroclinic eddies. Such zones, which are particularly intense at
the surface, are referred to as fronts. Processes that generate fronts are called fron-
togenetic. Frontogenesis usually occurs in association with developing baroclinic
waves, which in turn are concentrated in the storm tracks associated with the time-
mean jetstreams. Thus, even though on average baroclinic disturbances transport
heat down the mean temperature gradient and tend to weaken the temperature dif-
ference between the polar and tropical regions, locally the flow associated with
baroclinic disturbances may actually enhance the temperature gradient.

9.2.1 The Kinematics of Frontogenesis

A complete discussion of the dynamics of frontogenesis is beyond the scope of
this text. A qualitative description of frontogenesis can be obtained, however, by
considering the evolution of the temperature gradient when temperature is treated
as a passive tracer in a specified horizontal flow field. Such an approach is referred
to as kinematic; it considers the effects of advection on a field variable without
reference to the underlying physical forces, or to any influence of the advected
tracer on the flow field.

The influence of a purely geostrophic flow on the temperature gradient was given
in terms of the Q vector in (6.46). If for simplicity we focus on the meridional tem-
perature gradient, then from (6.46b) neglecting ageostrophic and diabatic effects

gives
Dg (0T _ _[JugdT _ dugdT 9.1)
Dt \ 9y dy ox  dx dy '

where we have used the fact that the geostrophic wind is nondivergent so that
0vg/dy = —0ug/dx. The two terms within the brackets on the right in (9.1) can
be interpreted as the forcing of the meridional temperature gradient by horizontal
shear deformation and stretching deformation, respectively.

Horizontal shear has two effects on a fluid parcel; it tends to rotate the parcel
(due to shear vorticity) and to deform the parcel through stretching parallel to the
shear vector (i.e., along the x axis in Fig. 9.1a) and shrinking along the horizontal
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Fig. 9.1 Frontogenetic flow configurations: (a) horizontal shearing deformation and (b) horizontal
stretching deformation.

direction perpendicular to the shear vector. Thus, the x-directed temperature gra-
dient in Fig. 9.1a is both rotated into the positive y direction and intensified by the
shear. Horizontal shear is an important frontogenetic mechanism in both cold and
warm fronts. For example, in the schematic surface pressure chart of Fig. 9.2 the
geostrophic wind has a northerly component west of point B and a southerly com-
ponent east of point B. The resulting cyclonic shear will tend to rotate the isotherms
and to concentrate them along the line of maximum shear passing through B. (Note
the strong cold advection northwest of B and the weak thermal advection southeast
of B.)

Fig. 9.2 Schematic surface isobars (solid lines) and isotherms (dashed lines) for a baroclinic wave
disturbance. Arrows show direction of geostrophic wind. Horizontal stretching deformation
intensifies the temperature gradient at A, and horizontal shear deformation intensifies the
gradient at B. (After Hoskins and Bretherton, 1972. Reproduced with permission of the
American Meteorological Society.)
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Horizontal stretching deformation tends to advect the temperature field so that
the isotherms become concentrated along the axis of dilation (the x axis in Fig.
9.1b), provided that the initial temperature field has a finite gradient along the
axis of contraction (the y axis in Fig. 9.1b). That this effect is represented by the
second term on the right in (9.1) can be verified by noting from Fig. 9.1b that
0T /0y < 0 and dug/dx > 0.

The velocity field shown in Fig. 9.1b is a pure stretching deformation field. A pure
deformation field is both irrotational and nondivergent. Thus, a parcel advected
by a pure deformation field will merely have its shape changed in time, without
any rotation or change in horizontal area. The deformation field of Fig. 9.1b has
a streamfunction given by v = —Kxy, where K is a constant. Such a field is
characterized by the rate at which advection changes the shape of a horizontal area
element. This can be illustrated by considering the rectangular element with sides
éx and éy. The shape can be represented by the ratio §x /8y, and the fractional rate
of change of shape can thus be expressed as

I D@x/8y) 1 Déx 1 DSy u Sv _du dv

(6x/8y) Dt  8x Dt 8y Dt 8x 8y ax oy

It is easily verified that the fractional rate of change of §x /5§y for the velocity field
in Fig. 9.1b equals +-2K. Thus, a square parcel with sides parallel to the x and y
axes would be deformed into a rectangle as the sides parallel to the x axis stretch
and those parallel to the y axis contract in time at a constant rate.

Horizontal deformation at low levels is an important mechanism for the devel-
opment of both cold and warm fronts. In the example of Fig. 9.2 the flow near
point 4 has du/dx > 0 and dv/dy < O so that there is a stretching deformation
field present with its axis of contraction nearly orthogonal to the isotherms. This
deformation field leads to strong warm advection south of point 4 and weak warm
advection north of point 4.

Although, as shown in Fig. 9.2, the low-level flow in the vicinity of a developing
warm front may resemble a pure deformation field, the total flow in the upper
troposphere in baroclinic disturbances seldom resembles that of a pure deformation
field due to the presence of strong mean westerlies. Rather, a combination of
mean flow plus horizontal stretching deformation produces a confluent flow as
shown in Fig. 9.3. Such confluence acts to concentrate the cross-stream temperature
gradient as parcels move downstream. Confluent regions are always present in
the tropospheric jetstream due to the influence of quasi-stationary planetary-scale
waves on the position and intensity of the jet. In fact, even a monthly mean 500-
hPa chart (see Fig. 6.3) reveals two regions of large-scale confluence immediately
to the east of the continents of Asia and North America. Observationally, these
two regions are known to be regions of intense baroclinic wave development and
frontogenesis.
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(a} (b)

Fig. 9.3 (a) Horizontal streamlines, isotherms, and Q vectors in a frontogenetic confluence. (b)
Vertical section across the confluence showing isotachs (solid), isotherms (dashed), and
vertical and transverse motions (arrows). (After Sawyer, 1956.)

The mechanisms of horizontal shear and horizontal stretching deformation
discussed above operate to concentrate the pole—equator temperature gradient on
the synoptic scale (~1000 km). The time scale on which these processes operate
can be estimated with the aid of (9.1). Suppose that the geostrophic wind consists
of a pure deformation field so that u; = Kx, and vo = —Ky, and let T be a
function of y only. Then (9.1) simplifies to

Dy (3T _KBT
Dt \dy)  dy

so that following the geostrophic motion

oT Kt <8T>
—~ _—e il
dy 9y /=0

Typically, K ~ 107 s~! so that the temperature gradient amplifies by a factor
of 10 in about 3 days. This is much slower than observed rates of atmospheric
frontogenesis.

Thus, geostrophic deformation fields alone cannot cause the rapid frontogenesis
often observed in extratropical systems, in which the temperature gradient can
become concentrated in a zone of ~50 km width on a time scale of less than a day.
This rapid reduction in scale is caused primarily by the frontogenetic character
of the secondary circulation driven by the quasi-geostrophic synoptic-scale flow
(moist processes may also be important in rapid frontogenesis).

The nature of the secondary flow may be deduced from the pattern of Q vectors
illustrated in Fig. 9.3a. As discussed in Section 6.4.2, the divergence of Q forces a
secondary ageostrophic circulation. For the situation of Fig. 9.3 this circulation is
in the cross-frontal plane as illustrated in Fig. 9.3b. Advection of the temperature
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field by this ageostrophic circulation tends to increase the horizontal temperature
gradient at the surface on the warm side of the jet axis. Temperature advection by the
upper-level secondary circulation, however, tends to concentrate the temperature
gradient on the cold side of the jet axis. As a result, the frontal zone tends to slope
toward the cold air side with height. The differential vertical motion associated
with the ageostrophic circulation tends to weaken the front in the midtroposphere
due to adiabatic temperature changes (adiabatic warming on the cold side of the
front and adiabatic cooling on the warm side). For this reason fronts are most
intense in the lower troposphere and near the tropopause.

The secondary circulation associated with frontogenesis is required to maintain
the thermal wind balance between the along-front flow and the cross-front tem-
perature gradient in the presence of advective processes that tend to destroy this
balance. The concentration of the isotherms by the horizontal advection increases
the cross-stream pressure gradient at upper levels, and thus requires an increase
in the vertical shear of the along-jet flow in order to maintain thermal wind bal-
ance. The required upper-level acceleration of the jet is produced by the Coriolis
force caused by the cross-jet ageostrophic wind, which develops in response to
the increased cross-stream pressure gradient in the jetstream core. As the jet accel-
erates, cyclonic vorticity must be generated on the cold side of the jet axis and
anticyclonic vorticity on the warm side. These vorticity changes require that the
horizontal flow at the jetstream level be convergent on the cold side of the jet
axis and divergent on the warm side of the jet axis. The resulting vertical circu-
lation and low-level secondary ageostrophic motion required by mass continuity
are indicated in Fig. 9.3b.

9.2.2 Semigeostrophic Theory

To analyze the dynamics of the frontogenetic motion fields discussed in the previ-
ous subsection, it is convenient to use the Boussinesq approximation introduced in
Section 7.4, in which density is replaced by a constant reference value pg except
where it appears in the buoyancy force. This approximation simplifies the equa-
tions of motion without affecting the main features of the results. It is also useful
to replace the total pressure and density fields with deviations from their stan-
dard atmosphere values. Thus, we let ®(x, y, z, t) = (p — po)/po designate the
pressure deviation normalized by density and ® = 6 — 6 designate the potential
temperature deviation where po(z) and 6y(z) are the height-dependent standard
atmosphere values of pressure and potential temperature, respectively.

With the above definitions, the horizontal momentum equations, thermodynamic
energy equation, hydrostatic approximation, and continuity equation become

Du 0P _

1 Z oo 92
TRARE ©-2)
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where b is the buoyancy, 6y is a constant reference value of potential temperature,
and

D 9 0 0 0

Do Yax TV Vs
From the discussion of the previous subsection it should be clear that the horizontal
scale of variations parallel to a front is much larger than the cross-frontal scale.
This scale separation suggests that to a first approximation we can model fronts
as two-dimensional structures. For convenience we choose a coordinate system in
which the front is stationary and take the cross-frontal direction to be parallel to
the y axis. Then Ly > L, , where L, and L, designate the along-front and cross-
front length scales. Similarly, U > V" where U and V', respectively, designate the
along-front and cross-front velocity scales. Fig. 9.4 shows these scales relative to
the front.

LettingU ~10ms™', ¥ ~1ms~!, L, ~1000km, and L, ~ 100 km, we find
that it is possible to utilize the differing scales of the along-front and cross-front
motion to simplify the dynamics. Assuming that D/ Dt ~ V /L, (the cross-front
advection time scale) and defining a Rossby number, Ro = V/fL, « 1, the
magnitude of the ratios of the inertial and Coriolis terms in the x and y components
of the momentum equation can be expressed as

| Du/ Dt| UV/Ly <U)
~ ~Ro(=)~1
/] 1V ©

Dv/Dt| VZ/L 14
Do/ D] /y~R0<—)~102
| ful SU

Ug
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Fig. 9.4 Velocity and length scales relative to a front parallel to the x axis.



276 9 MESOSCALE CIRCULATIONS

The along-front velocity is in geostrophic balance with the cross-front pressure
gradient with error of order 1%, but geostrophy does not hold even approximately
for the cross-front velocity. Therefore, if the geostrophic wind components are
defined by

fug=—0d/0y, fvg =0®/0x

and we separate the horizontal velocity field into geostrophic and ageostrophic
parts, to a good approximation u = ug, but v = v4 + v, where v, and v, are the
same order of magnitude.

The x component of the horizontal momentum equation (9.2), the thermody-
namic energy equation (9.4), and the continuity equation (9.6) for frontal scaling
can thus be expressed as

Du

Pl ru,=0 ©.7)
= wN? =0 9.8
o TV 9.8)
Pa W g 9.9
dy = 9z ’

Here, (9.8) is obtained by using (9.5) to replace ® by b in (9.4), and N is the
buoyancy frequency defined in terms of potential temperature as

N2= 8 96
" Opo 9z

Because the along-front velocity is in geostrophic balance, u, and b are related by
the thermal wind relationship:

dug ob

fg ="y (9.10)

Note that (9.7) and (9.8) differ from their quasi-geostrophic analogues; although
zonal momentum is still approximated geostrophically, and advection parallel to
the front is geostrophic, the advection of momentum and temperature across the
front is due not only to the geostrophic wind, but to the ageostrophic (v,, w)

circulation:
D Dy N 0 n 0
_— = = v, — w—
Dt~ Dt “ay 9z

where Dg/ Dt was defined in (6.8). Replacement of momentum by its geostrophic
value in (9.7) is referred to as the geostrophic momentum approximation, and the
resulting set of prediction equations are called the semigeostrophic equations.'

! Some authors reserve this name for a version of the equations written in a transformed set of
coordinates called geostrophic coordinates (e.g., Hoskins, 1975).
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9.2.3 Cross-Frontal Circulation

Equations (9.7)—(9.10) form a closed set that can be used to determine the cross-
frontal ageostrophic circulation in terms of the distribution of zonal wind or tem-
perature. Suppose that the large-scale geostrophic flow is acting to intensify the
north—south temperature gradient through deformation as shown in Fig. 9.3. As
the temperature gradient increases, the vertical shear of the zonal wind must also
increase to maintain geostrophic balance. This requires an increase of u, in the
upper troposphere, which must be produced by the Coriolis force associated with
a cross-frontal ageostrophic circulation [see (9.7)]. The structure of this secondary
circulation can be computed by deriving an equation analogous to the omega equa-
tion discussed in Section 6.4.2.

We first differentiate (9.8) with respect to y and use the chain rule to express the

result as D (BB _ 0 Bvadb_dw (s b o
Dt \dy) =% ayay ay 9z ‘
where dug db  dvg db
0, =&l DD 9.12)

ay 0x ay 0y
is just the y component of the Q vector discussed in Section 6.4.2, but expressed
in the Boussinesq approximation.
Next we differentiate (9.7) with respect to z, again use the chain rule to rearrange
terms, and the thermal wind equation (9.10) to replace dug/dz by 0b/9dy on the
right-hand side. The result can then be written as

D dug 0V, dug ow b
— | f=—= = - — —_— 9.13
Dt<f82> Q2+82f( 3y>+828y ©.13)

Again, as shown in Section 6.4.2, the geostrophic forcing (given by (») tends to
destroy thermal wind balance by changing the temperature gradient and vertical
shear parts of the thermal wind equation in equal but opposite senses. This tendency
of geostrophic advection to destroy geostrophic balance is counteracted by the
cross-frontal secondary circulation.

In this case the secondary circulation is a two-dimensional transverse circulation
in the y, z plane. It can thus be represented in terms of a meridional streamfunction
Yy defined so that

Va = —0Vu/dz,  w=dyYu/dy (9.14)

which identically satisfies the continuity equation (9.9). Adding (9.11) and (9.13),
and using the thermal wind balance (9.10) to eliminate the time derivative and
(9.14) to eliminate v, and w, we obtain the Sawyer—Eliassen equation

GREVSY Iy Yy
N? F? 2821 — 9 9.15
592 + 022 + 9ydz 2 ©-15)
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where

NEEN?+%34ﬂEf( —ég)=f&K,SQE—% (9.16)
9z ay ay ay
where M is the absolute momentum defined below (7.53).

Equation (9.15) can be compared with the quasi-geostrophic version obtained
by neglecting advection by the ageostrophic circulation in (9.7) and (9.8). This has
the form

LI 4T
9y? 922
Thus, in the quasi-geostrophic case the coefficients in the differential operator
on the left depend only on the standard atmosphere static stability, N, and the
planetary vorticity, f, whereas in the semigeostrophic case they depend on the
deviation of potential temperature from its standard profile through the Ny and S
terms and the absolute vorticity through the F term.

An equation of the form (9.17), in which the coefficients of the derivatives on
the left are positive, is referred to as an elliptic boundary value problem. It has
a solution ), that is uniquely determined by Q> plus the boundary conditions.
For a situation such as that of Fig. 9.1b, with both dv,/dy and 0b/0y negative,
the forcing term Q> is negative in the frontal region. The streamfunction in that
case describes a circulation symmetric about the y axis, with rising on the warm
side and sinking on the cold side. The semigeostrophic case (9.15) is also an
elliptic boundary value problem provided that N, 3 F? — §* > 0. It can be shown
(see Problem 9.1) that this condition requires that the Ertel potential vorticity be
positive in the Northern Hemisphere and negative in the Southern Hemisphere,
which is nearly always the case in the extratropics for an unsaturated atmosphere.

The spatial variation of the coefficients in (9.16), and the presence of the cross-
derivative term, produce a distortion of the secondary circulation, as shown in
Fig. 9.5. The frontal zone slopes toward the cold air side with height; there is
an intensification of the cross-frontal flow near the surface in the region of large
absolute vorticity on the warm air side of the front, and a tilting of the circulation
with height.

The influence of the ageostrophic circulation on the time scale for frontogenesis
can be illustrated by comparing the processes included in quasi-geostrophic and
semigeostrophic frontogenesis. For semigeostrophic advection there is a positive
feedback that reduces the time scale of frontogenesis greatly compared to that in
the quasi-geostrophic case. As the temperature contrast increases, O, increases,
and the secondary circulation must also increase so that the amplification rate of
|07 /0y| increases with |07 /0y| rather than remaining constant as in the quasi-
geostrophic case. Because of this feedback, in the absence of frictional effects, the
semigeostrophic model can produce an infinite temperature gradient at the surface
in less than half a day.

N2

=20, (9.17)
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Fig. 9.5 Relationship of the ageostrophic circulation (heavy curve with arrows) in two-dimensional
frontogenesis to the potential temperature field (long dashes) and absolute momentum field
(short dashes). Cold air is on the right and warm air on the left. Note the tilt of the circulation
toward the cold air side and the enhanced gradients of the absolute momentum and potential
temperature fields in the frontal zone.

9.3 SYMMETRIC BAROCLINIC INSTABILITY

Observations indicate that mesoscale bands of cloud and precipitation commonly
occur in association with synoptic-scale systems. These are often aligned with
fronts, but are separate entities. In common with fronts, such features are generally
associated with strong baroclinicity and have length scales parallel to the mean
wind shear that are much larger than the scales across the wind shear. A plausible
source for such features is a two-dimensional form of baroclinic instability known
as symmetric instability (also referred to as slantwise convection).

For typical atmospheric conditions, buoyancy tends to stabilize air parcels
against vertical displacements, and rotation tends to stabilize parcels with respect
to horizontal displacements. Instability with respect to vertical displacements is
referred to as hydrostatic (or simply, static) instability (see Section 2.7.3). For an
unsaturated atmosphere, static stability requires that the local buoyancy frequency
squared be positive (N, 3 > (). Instability with respect to horizontal displacements,
however, is referred to as inertial instability (see Section 7.5.1). The condition for
inertial stability (7.54) requires that F’ 2 as defined in (9.16) be positive.

If parcels are displaced along slantwise paths rather than vertical or horizontal
paths, it is possible under certain conditions for the displacements to be unstable
even when the conditions for ordinary static and inertial stability are separately
satisfied. Such instability can occur only in the presence of vertical shear of the
mean horizontal wind and may be regarded as a special form of baroclinic insta-
bility in which the perturbations are independent of the coordinate parallel to the
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mean flow. Alternatively, as shown below, symmetric instability may be regarded
as isentropic inertial instability.

For convenience in deriving the conditions for symmetric instability, we use the
Boussinesq equations of the previous section and assume that the flow is inde-
pendent of the x coordinate. The mean wind is directed along the x axis and is in
thermal wind balance with the meridional temperature gradient:

foug/dz=—0db/dy = — (g/600) 0O /dy (9.18)

where as before 6y is a constant reference value of potential temperature.

Following Sections 2.7.3 and 7.5.1, we measure the stability with respect to
vertical displacements by the distribution of total potential temperature 0 = Gy+ ®
and that with respect to horizontal displacements by the distribution of the absolute
zonal momentum, M = fy—ug (Where M /0y = f — duy/dyis the zonal mean
absolute vorticity).

For a barotropic flow, potential temperature surfaces are oriented horizontally
and absolute momentum surfaces are oriented vertically in the meridional plane.
When the mean flow is westerly and increases with height, however, the potential
temperature and absolute momentum surfaces both slope upward toward the pole.
The comparative strengths of the vertical and horizontal restoring forces in the
midlatitude troposphere are given by the ratio N S2 / (foM/dy). For typical tropo-
spheric conditions this ratio is ~ 10*. Thus, parcel motion in the plane orthogonal
to the mean flow will remain much closer to 6 surfaces than to M surfaces. It is
thus natural to utilize isentropic coordinates to analyze parcel displacements. The
arguments of Section 7.5.1 still apply, provided that derivatives with respect to y
are taken at constant 8. The stability of such motions thus depends on the relative
slope of the 6 and M surfaces. Ordinarily the M surfaces will slope more than the
0 surfaces (see Fig. 9.5), and parcel displacements are stable. However, when the
0 surfaces slope more than the M surfaces so that

f(OM/dy)g <0 (9.19)

the flow is unstable with respect to displacements along the 6 surfaces. This sit-
uation may occur in regions of a very strong horizontal temperature gradient and
weak vertical stability. The condition in (9.19) is similar to the criterion of (7.54)
for inertial instability, except that the derivative of M is here taken along a sloping
0 surface.

If (9.19) is multiplied by —g(d6/9dp), the criterion for symmetric instability can
be expressed in terms of the distribution of Ertel potential vorticity (4.12) in the
simple form

fP <0 (9.20)
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where P is the potential vorticity of the basic state geostrophic flow. Thus, if the
initial state potential vorticity in the Northern Hemisphere is everywhere positive,
then symmetric instability cannot develop through adiabatic motions, as potential
vorticity is conserved following the motion and will always remain positive.

To demonstrate that (9.19) is the condition for symmetric instability, we consider
the change in mean kinetic energy required for exchange of the tubes of fluid labeled
1 and 2 in Fig. 9.6. (These tubes are located at y; and y» = y; + 8y, respectively,
and are assumed to extend infinitely along the x axis so that the problem is two
dimensional.) Because the tubes lie on the same potential temperature surface, they
have the same available potential energy. Thus a spontaneous exchange of parcels
is possible if §(KE), the kinetic energy of the zonal flow after exchange minus that
in the initial state, is negative. Otherwise some external source of energy is required
to furnish the kinetic energy of the meridional and vertical motions required for
the exchange.

Initially the motion of the tubes is parallel to the x axis and in geostrophic
balance so that the absolute momentum for the two tubes is

My = fyr —ur = fy1 —ug(yi, 2), ©21)
My = fyr—us= fyi+ féy—ug(yn +38y,z+9z) ’

(L / /

y

Fig. 9.6 Cross section showing isolines of absolute momentum and potential temperature for a
symmetrically unstable basic state. Motion along the isentropic path between points labeled
1 and 2 is unstable, as M decreases with latitude along the path. See text for details.
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Absolute momentum is conserved by the tubes so that after exchange the pertur-
bation zonal velocities are given by

My = fy1+ f8y —uy =M, My= fy —uy=M (9.22)

Eliminating M| and M, between (9.21) and (9.22) and solving for the disturbance
zonal wind, we obtain

up = fy+ui, uh=—f8y+u
The difference in zonal kinetic energy between the final state and the initial state
is given by

1 1
5(KE) = 3 (u’lz + u’zz) = (u% + u%)

= foy(ur —uz+ foy) = foy(Mz— My)) (9.23)
Thus, §(KE) is negative, and unforced meridional motion may occur, provided that
f(M; — My) < 0. This is equivalent to the condition (9.19), as the tubes lie along

the same 6 surface.
To estimate the likelihood that conditions for symmetric instability may be
satisfied, it is useful to express the stability criterion in terms of a mean-flow

Richardson number. To do this we first note that the slope of an M surface can be
estimated from noting that on an M surface

oM oM
M =—>35y+ —6z=0
ay a0z

so that the ratio of §z to §y at constant M is
8 oM oM a 0
(£, -(- /() o
8y ) u ay dz ay 0z
Similarly, the slope of a potential temperature surface is
8 00 a0 ad 00
-0/ o
3y /g ay dz dz Boo 0z

where we have used the thermal wind relationship to express the meridional tem-
perature gradient in terms of the vertical shear of the zonal wind. The ratio of
(9.24) to (9.25) is simply

(5),/), 0= )2 /[ (3] -2

where the notation in the last term is defined in (9.16).
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Recalling that symmetric instability requires that the slopes of the 6 surfaces
exceed those of the M surfaces, the necessary condition for instability of geostrophic
flow parallel to the x axis becomes

8z 8z\ dug\ . / o  F2N?
5)/ ), = =)/ =55

where the mean-flow Richardson number Ri is defined as

2
oe (2) /(2
6o 0z 0z
Thus, if the relative vorticity of the mean flow vanishes (duy/9y = 0), Ri < 1is
required for instability.
The condition (9.26) can be related to (9.20) by observing that (9.26) requires
that F>N, ? — §* < 0 for symmetric instability. As is to be shown in Problem 9.1,

<1 (9.26)

F>N} — 8* = (pfg [600) P (9.27)
Because the large-scale potential vorticity, P, is normally positive in the North-
ern Hemisphere and negative in the Southern Hemisphere, (9.27) is ordinarily
positive in both hemispheres; thus, the condition for symmetric instability is
rarely satisfied. If the atmosphere is saturated, however, the relevant static stability
condition involves the lapse rate of the equivalent potential temperature, and neutral
conditions with respect to symmetric instability may easily occur (see Section 9.5).
Finally, it is worth noting that the condition for stability with respect to symmet-
ric displacements, F' 2 st — §* > 0, is identical to the condition that the Sawyer—
Eliassen equation (9.15) be an elliptic boundary value problem. Thus, when the
flow is stable with respect to symmetric baroclinic perturbations, a nonzero forced
transverse circulation governed by (9.15) will exist when there is nonzero forcing,
0> [see (9.12)]. Free transverse oscillations, however, may occur in the absence
of forcing. These require including the horizontal acceleration term in the y com-
ponent of the momentum equation. The resulting equation for the transverse cir-
culation has the form (see Appendix F)

3 (%Yuy 3y Py Py
— N? FP— 2 428222 — 9.28
012 < 022 )+ §9y? + 022 + 0yoz ( )

which should be compared with (9.15). When F2N2 — §* > 0 solutions of (9.28)
correspond to stable oscillations, while for F2ZN? — §* < 0 solutions are expo-
nentially growing, corresponding to symmetric baroclinic instability.
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9.4 MOUNTAIN WAVES

Section 7.5.2 showed that stably stratified air forced to flow over sinusoidally vary-
ing surface topography creates oscillations, which can be either vertically propa-
gating or vertically decaying, depending on whether the intrinsic wave frequency
relative to the mean flow is less than or greater than the buoyancy frequency. Most
topographic features on the surface of the earth do not, however, consist of regu-
larly repeating lines of ridges. In general the distance between large topographic
barriers is large compared to the horizontal scales of the barriers. Also, the static
stability and the basic state flow are not usually constants, as was assumed in
Section 7.5.2, but may vary strongly with height. Furthermore, nonlinear modi-
fications of mountain waves are sometimes associated with strong surface winds
along the lee slopes of ridges. Thus, mountain waves are significant features of
mesoscale meteorology.

9.4.1 Flow over Isolated Ridges

Just as flow over a periodic series of sinusoidal ridges can be represented by a
single sinusoidal function, that is, by a single Fourier harmonic, flow over an
isolated ridge can be approximated by the sum of a number of Fourier components
(see Section 7.2.1). Thus, any zonally varying topography can be represented by
a Fourier series of the form

ha (x) =Y Re[hgexp (ikyx)] (9.29)

s=1

where /4 is the amplitude of the sth Fourier component of the topography. We
can then express the solution to the wave equation (7.46) as the sum of Fourier
components:

(0.¢]
w(x,z) = Z Re[ Wexp[i (ksx + msz)]] (9.30)
s=1
where Wy = iksuh,, and m% = Nz/ﬂ2 — k52
Individual Fourier modes will yield vertically propagating or vertically decay-
ing contributions to the total solution (9.30) depending on whether m is real or
imaginary. This in turn depends on whether ks2 is less than or greater than N2 /ii°.
Thus, each Fourier mode behaves just as the solution (7.48) for periodic sinusoidal
topography. For a narrow ridge, Fourier components with wave numbers greater
than N /u dominate in (9.29), and the resulting disturbance decays with height. For
a broad ridge, components with wave numbers less than N /u dominate and the
disturbance propagates vertically. In the wide mountain limit where mg ~ N?/i?,
the flow is periodic in the vertical with a vertical wavelength of 27rm !, and phase
lines tilt upstream with height as shown in Fig. 9.7.
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Fig. 9.7 Streamlines of flow over a broad isolated ridge showing upstream phase tilt with height. The
pattern is periodic in height and one vertical wavelength is shown. Orographic clouds may
form in the shaded areas where streamlines are displaced upward from equilibrium either
upstream or downstream of the ridge if sufficient moisture is present. (After Durran, 1990.)

Vertically propagating gravity waves generated by flow over broad topography
can produce clouds both upstream and downstream of the topography depending
on variations of the moisture distribution with altitude. In the example shown in
Fig. 9.7 the positions labeled A and B indicate regions where streamlines are dis-
placed upward downstream and upstream of the ridge, respectively. If sufficient
moisture is present, orographic clouds may then form in region A or B as suggested
by the shading in Fig. 9.7.

9.4.2 Lee Waves
If u and N are allowed to vary in height, then (7.46) must be replaced by

(a2w’ 92w’

20 =
oot >+l w' =0 (9.31)

where the Scorer parameter, [, is defined as
P=N [@ —7'd% a7

and the condition for vertical propagation becomes k% <12
If the mean cross mountain wind speed increases strongly with height, or there
is a low-level stable layer so that N decreases strongly with height, there may
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Fig. 9.8 Streamlines for trapped lee waves generated by flow over topography with vertical variation
of the Scorer parameter. Shading shows locations where lee wave clouds may form. (After
Durran, 1990.)

be a layer near the surface in which vertically propagating waves are permitted,
which is topped by a layer in which the disturbance decays in the vertical. In that
case vertically propagating waves in the lower layer are reflected when they reach
the upper layer. Under some circumstances the waves may be repeatedly reflected
from the upper layer and the surface downstream of the mountain, leading to a
series of “trapped” lee waves as shown in Fig. 9.8.

Vertical variations in the Scorer parameter can also modify the amplitude of
waves that are sufficiently long to propagate vertically through the entire tro-
posphere. Amplitude enhancement leading to wave breaking and turbulent mix-
ing can occur if there is a critical level where the mean flow goes to zero
(I = 00).

9.4.3 Downslope Windstorms

Strong downslope surface winds are occasionally observed along the lee slopes
of mountain ranges. Although partial reflection of vertically propagating linear
gravity waves may produce enhanced surface winds under some conditions, it
appears that nonlinear processes are essential to account for observed windstorms
associated with stable flow over topography.
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To demonstrate the role of nonlinearity, we assume that the troposphere has a
stable lower layer of undisturbed depth / topped by a weakly stable upper layer and
assume that the lower layer behaves as a barotropic fluid with a free surface 4 (x,¢).
We assume that disturbances have zonal wavelengths much greater than the layer
depth. The motion of the lower layer may then be described by the shallow water
equations of Section 7.3.2, but with the lower boundary condition replaced by

w(x, hy) = Dhy [ Dt = udhy [ox

where /s again denotes the height of the topography.

We first examine the linear behavior of this model by considering steady flow
over small-amplitude topography. The linearized shallow water equations (7.20)
and (7.21) then become

' op oh'
g 8o (9.32)
9x p1 0x
3 (h —h o’
70U = hu) +H — 0 (9.33)

ax ox
Here §p/p1 is the fractional change in density across the interface between the
layers, /' = h — H, where H is the mean height of the interface and &’ — Ay is
the deviation from H of the thickness of the lower layer.
The solutions for (9.32) and (9.33) can be expressed as

;L hM(ﬁz/cz) /_hM u
h__(l—ﬁz/cz)’ u_g 1—H2/c2 039

where ¢? = (gH8p/p1) is the shallow water wave speed. The characteristics of
the disturbance fields 4’ and u” depend on the magnitude of the mean-flow Froude
number, defined by the relation Fr? = 2 / c2 . When Fr < 1, the flow is referred to
as subcritical. In subcritical flow, the shallow water gravity wave speed is greater
than the mean-flow speed, and the disturbance height and wind fields are out of
phase. The interface height disturbance is negative, and the velocity disturbance
is positive over the topographic barrier as shown in Fig. 9.9a. When Fr > 1, the
flow is referred to as supercritical. In supercritical flow the mean flow exceeds the
shallow water gravity wave speed. Gravity waves cannot play a role in establishing
the steady-state adjustment between height and velocity disturbances because such
waves are swept downstream from the ridge by the mean flow. In this case the fluid
thickens and slows as it ascends over the barrier (Fig. 9.9b). It is also clear from
(9.34) that for Fr ~ 1 the perturbations are no longer small and the linear solution
breaks down.

The nonlinear equations corresponding to (9.32) and (9.33) in the case §p = p;
can be expressed as

ou oh

— — =0 9.35
”ax +g8x ( )
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Fig. 9.9 Flow over an obstacle for a barotropic fluid with free surface. (a) Subcritical flow (Fr < 1
everywhere). (b) Supercritical flow (Fr > 1 everywhere). (c) Supercritical flow on lee slope
with adjustment to subcritical flow at hydraulic jump near base of obstacle. (After Durran,
1990.)

%[u(h —hu)]=0 (9.36)
Equation (9.35) may be integrated immediately to show that the sum of kinetic
and potential energy, u>/2 + gh, is constant following the motion. Thus, energy
conservation requires that if # increases £ must decrease, and vice versa. In addi-
tion, (9.36) shows that the mass flux, u(h — k), must also be conserved. The
direction of the exchange between kinetic and potential energy in flow over a ridge
is determined by the necessity that both (9.35) and (9.36) be satisfied.
Multiplying (9.35) by u and eliminating 04 /0x with the aid of (9.36) gives

ou ugdhy
— 2 _— = —
(1 Fr ) ox = 2 ar (9.37)
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where the shallow water wave speed and the Froude number are now defined using
the local thickness and velocity of the fluid:

c? =gh—hy); Fr? = uz/c2

From (9.37) it is clear that the flow will accelerate on the upslope side of the ridge
(0u/9x > O where 0k yr/9x > 0) if the Froude number is less than unity, but will
decelerate if the Froude number is greater than unity.

As a subcritical flow ascends the upslope side of a topographic barrier, Fr will
tend to increase both from the increase in u and the decrease in c. If Fr = 1
at the crest, then from (9.37) the flow will become supercritical and continue to
accelerate as it descends the lee side until it adjusts back to the ambient subcritical
conditions in a turbulent hydraulic jump as illustrated in Fig. 9.9c. In this case very
high velocities can occur along the lee slope, as potential energy is converted into
kinetic energy during the entire period that a fluid column traverses the barrier.
Although conditions in the continuously stratified atmosphere are clearly more
complex than in the shallow water hydraulic model, numerical simulations have
demonstrated that the hydraulic model provides a reasonable conceptual model
for the primary processes occurring in downslope windstorms.

9.5 CUMULUS CONVECTION

Mesoscale storms associated with cumulus convection represent a large fraction
of all meteorologically important mesoscale circulations. Before considering such
systems it is necessary to examine a few of the essential thermodynamic and
dynamical aspects of individual cumulus clouds. The subject of cumulus convec-
tion is extremely complex to treat theoretically. Much of this difficulty stems from
the fact that cumulus clouds have a complex internal structure. They are generally
composed of a number of short-lived individual rising towers, which are produced
by elements of ascending buoyant air called thermals. Rising thermals entrain
environmental air and thus modify the cloud air through mixing. Thermals are
nonhydrostatic, nonsteady, and highly turbulent. The buoyancy of an individual
thermal (i.e., the difference between its density and the density of the environment)
depends on a number of factors, including the environmental lapse rate, the rate of
dilution by entrainment, and drag by the weight of liquid water in cloud droplets.
A detailed discussion of the dynamics of thermal convection is beyond the scope
of this text. This section utilizes a simple one-dimensional cloud model and focuses
primarily on the thermodynamic aspects of moist convection. Convective storm
dynamics is considered in Section 9.6.
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9.5.1 Equivalent Potential Temperature

We have previously applied the parcel method to discuss the vertical stability of a
dry atmosphere. We found that the stability of a dry parcel with respect to a vertical
displacement depends on the lapse rate of potential temperature in the environment
such that a parcel displacement is stable, provided that 06/9z > 0 (i.e., the actual
lapse rate is less than the adiabatic lapse rate). The same condition also applies to
parcels in a moist atmosphere when the relative humidity is less than 100%. If,
however, a parcel of moist air is forced to rise, it will eventually become saturated
at a level called the lifting condensation level (LCL). A further forced rise will
then cause condensation and latent heat release, and the parcel will then cool at
the saturated adiabatic lapse rate. If the environmental lapse rate is greater than the
saturated adiabatic lapse rate, and the parcel is forced to continue to rise, it will
reach a level at which it becomes buoyant relative to its surroundings. It can then
freely accelerate upward. The level at which this occurs is called the level of free
convection (LFC).

Discussion of parcel dynamics in a moist atmosphere is facilitated by defining
a thermodynamic field called the equivalent potential temperature. Equivalent
potential temperature, designated by 0., is the potential temperature that a parcel
of air would have if all its moisture were condensed and the resultant latent heat
used to warm the parcel. The temperature of an air parcel can be brought to its
equivalent potential value by raising the parcel from its original level until all
the water vapor in the parcel has condensed and fallen out and then compressing
the parcel adiabatically to a pressure of 1000 hPa. Because the condensed water
is assumed to fall out, the temperature increase during the compression will be
at the dry adiabatic rate and the parcel will arrive back at its original level with
a temperature that is higher than its original temperature. Thus, the process is
irreversible. Ascent of this type, in which all condensation products are assumed
to fall out, is called pseudoadiabatic ascent. (It is not a truly adiabatic process
because the liquid water that falls out carries a small amount of heat with it.)

A complete derivation of the mathematical expression relating 8, to the other
variables of state is rather involved and will be relegated to Appendix D. For most
purposes, however, it is sufficient to use an approximate expression for 6, that can
be immediately derived from the entropy form of the first law of thermodynamics
(2.46). If we let g5 denote the mass of water vapor per unit mass of dry air in a
saturated parcel (g is called the saturation mixing ratio), then the rate of diabatic
heating per unit mass is

Dq;
“ Dt
where L. is the latent heat of condensation. Thus, from the first law of thermody-
namics

J=-L

DIng L. Dy

ZnY_ 9.38
Y T Dt (.38)
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For a saturated parcel undergoing pseudoadiabatic ascent the rate of change in g
following the motion is much larger than the rate of change in 7" or L. Therefore,

dlnf ~ —d (chs /cpT) (9.39)
Integrating (9.39) from the initial state (6, g5, T') to a state where g, ~ 0 we obtain

In (0 /96) ~ —Lqs /cpT

where 6., the potential temperature in the final state, is approximately the
equivalent potential temperature defined earlier. Thus, 6., for a saturated parcel
is given by

0 ~ 0 exp (Legs [cpT) (9.40)

The expression in (9.40) may also be used to compute 6, for an unsaturated parcel
provided that the temperature used in the formula is the temperature that the parcel
would have if expanded adiabatically to saturation (i.e., 77cz) and the saturation
mixing ratio is replaced by the actual mixing ratio of the initial state. Thus, equiv-
alent potential temperature is conserved for a parcel during both dry adiabatic and
pseudoadiabatic displacements.

An alternative to 6,, which is sometimes used in studies of convection, is the
moist static energy, defined as h = s + L.q, where s = ¢, T + gzis the dry static
energy. It can be shown (Problem 9.7) that

cpTdInb, ~ dh 9.41)

Hence, moist static energy is approximately conserved when 6, is conserved.

9.5.2 The Pseudoadiabatic Lapse Rate

The first law of thermodynamics (9.38) can be used to derive a formula for the rate
of change of temperature with respect to height for a saturated parcel undergoing
pseudoadiabatic ascent. Using the definition of 6 (2.44), we can rewrite (9.38) for
vertical ascent as

dinT Rdlnp L. dgs

dz cp dz _cpT dz

which upon noting that g5 = ¢ (7, p) and applying the hydrostatic equation and
equation of state can be expressed as

dT g L. <8qs) dT (E)qS)
2= e og
dz = ¢p cp | \0T J, dz op ) r
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Thus, as is shown in detail in Appendix D, following the ascending saturated
parcel

dT [1+ Legs /(RT)]
Isy=——=1Iy

az =T rei2q. [ RT)]
where ¢ = 0.622 is the ratio of the molecular weight of water to that of dry air,
'y = glcp is the dry adiabatic lapse rate, and Iy is the pseudoadiabatic lapse
rate, which is always less than I'y. Observed values of I'y range from ~4 K km™!
in warm humid air masses in the lower troposphere to ~ 6-7 K km™! in the
midtroposphere.

(9.42)

9.5.3 Conditional Instability

Section 2.7.3 showed that for dry adiabatic motions the atmosphere is statically
stable provided that the lapse rate is less than the dry adiabatic lapse rate (i.e.,
the potential temperature increases with height). If the lapse rate I" lies between
dry adiabatic and pseudoadiabatic values (I'y < T < T'y), the atmosphere is stably
stratified with respect to dry adiabatic displacements but unstable with respect
to pseudoadiabatic displacements. Such a situation is referred to as conditional
instability (i.e., the instability is conditional to saturation of the air parcel).

The conditional stability criterion can also be expressed in terms of the gra-
dient of a field variable 6, defined as the equivalent potential temperature of a
hypothetically saturated atmosphere that has the thermal structure of the actual
altmosphere.2 Thus,

dInf =dn6 +d (Legs [cpT) (9.43)
where T is the actual temperature, not the temperature after adiabatic expansion
to saturation as in (9.40). To derive an expression for conditional instability we
consider the motion of a saturated parcel in an environment in which the potential

temperature is 0 at the level zy. At the level zy — §z the undisturbed environmental
air thus has potential temperature

6o — (89 /82)82

Suppose a saturated parcel that has the environmental potential temperature at
zo — &z is raised to the level zy. When it arrives at zp the parcel will have the

potential temperature
20
01 = (90 — —52) + 86
az

2 Note that 6 is not the same as 6, except in a saturated atmosphere.
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where 86 is the change in parcel potential temperature due to condensation during
ascent through vertical distance §z. Assuming a pseudoadiabatic ascent, we see

from (9.39) that
ﬁ ~ S <chs) ~ _i (ch‘s> 5z
% cpT 0z \ cpT

so that the buoyancy of the parcel when it arrives at z is proportional to

01 — 6, 106 9 (L dlno*
©Gr=0b) 196 9 (Leas\|s 9O o
) 00z 09z \ cpT 0z

where the last expression arises from the application of (9.43).
The saturated parcel will be warmer than its environment at zy provided that
61 > 6p. Thus the conditional stability criterion for a saturated parcel is

< 0 conditionally unstable
= 0 saturated neutral (9.44)

> 0 conditionally stable

007
0z

In Fig. 9.10 the vertical profiles of 6,6,, and 6 for a typical sounding in the
vicinity of an extratropical thunderstorm are shown. It is obvious from Fig. 9.10
that the sounding is conditionally unstable in the lower troposphere. However,
this observed profile does not imply that convective overturning will occur
spontaneously. The release of conditional instability requires not only that
00 /dz < 0, but also parcel saturation at the environmental temperature of the
level where the convection begins (i.e., the parcel must reach the LFC). The
mean relative humidity in the troposphere is well below 100%, even in the bound-
ary layer. Thus, low-level convergence with resultant forced layer ascent or vig-
orous vertical turbulent mixing in the boundary layer is required to produce
saturation.

The amount of ascent necessary to raise a parcel to its LFC can be estimated
simply from Fig. 9.10. A parcel rising pseudoadiabatically from a level zy — 6z
will conserve the value of 6, characteristic of the environment at zg — §z. However,
the buoyancy of a parcel depends only on the difference in density between the
parcel and its environment. Thus, in order to compute the buoyancy of the parcel
at zg, it is not correct simply to compare 6, of the environment at zg to 6, (zg — §z)
because if the environment is unsaturated, the difference in 6, between the parcel
and the environment may be due primarily to the difference in mixing ratios,
not to any temperature (density) difference. To estimate the buoyancy of the parcel
0e(zo — 8z) should instead be compared to 6. (zp), which is the equivalent potential
temperature that the environment at zy would have if it were isothermally brought
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Fig.9.10 Schematic sounding for a conditionally unstable environment characteristic of Midwestern
North America thunderstorm conditions showing the vertical profiles of potential temper-

ature, 6, equivalent potential temperature, 6, and the equivalent temperature, 6, of a

hypothetically saturated atmosphere with the same temperature profile. Dotted line shows
6, for a nonentraining parcel raised from the surface. Arrow denotes the LFC for the parcel.

to saturation. The parcel will thus become buoyant when raised to the level zj if
B¢ (z0 — 6z) > 6} (zp), for then the parcel temperature will exceed the temperature
of the environment at zg. From Fig. 9.10 we see that 6, for a parcel raised from
about 960 hPa will intersect the 6 curve near 850 hPa, whereas a parcel raised from
any level much above 850 hPa will not intersect 6 no matter how far it is forced to
ascend. It is for this reason that low-level convergence is usually required to initiate
convective overturning over the oceans. Only air near the surface has a sufficiently
high value of 6, to become buoyant when it is forcibly raised. Convection over
continental regions, however, can be initiated without significant boundary layer
convergence, as strong surface heating can produce positive parcel buoyancy all the
way to the surface. Sustained deep convection, however, requires mean low-level
moisture convergence.
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9.5.4 Convective Available Potential Energy (CAPE)

Development of convective storms depends on the presence of environmental con-
ditions favorable for the occurrence of deep convection. Several indices have been
developed to measure the susceptibility of a given temperature and moisture pro-
file to the occurrence of deep convection. A particularly useful measure is the
convective available potential energy. CAPE provides a measure of the maximum
possible kinetic energy that a statically unstable parcel can acquire (neglecting
effects of water vapor and condensed water on the buoyancy), assuming that the
parcel ascends without mixing with the environment and adjusts instantaneously
to the local environmental pressure.

The momentum equation for such a parcel is (2.51), which can be rewritten
following the vertical motion of the parcel as

D Dz D D
w_DEDw LBy (9.45)
Dt Dt Dz Dz

where b’(z) is again the buoyancy given by

by = g(penv - pparcel) _ g(Tparcel - Tenv) (9.46)

P parcel Teny

and Ty, designates the temperature of the environment. If (9.45) is integrated
vertically from the level of free convection, z; rc, to the level of neutral buoyancy,
zL N B, following the motion of the parcel the result is

ZLNB

wrznax — f g(TParcel - Tenv)dZE B (9.47)
2 Tenv

ZLFC

Here, B is the maximum kinetic energy per unit mass that a buoyant parcel could
obtain by ascending from a state of rest at the level of free convection to the level
of neutral buoyancy near the tropopause (see Fig. 9.10). This is an overestimate
of the actual kinetic energy realized by a nonentraining parcel, as the negative
buoyancy contribution of liquid water reduces the effective buoyancy, especially
in the tropics.

In a typical tropical oceanic sounding, parcel temperature excesses of 1-2 K
may occur over a depth of 10-12 km. A typical value of CAPE is then B ~
500 m? s~ 2. In severe storm conditions in the Midwest of North America, how-
ever, parcel temperature excesses can be 7-10 K (see Fig. 9.10) and B &~ 2000-
3000 m? s~2. Observed updrafts in the latter case (up to 50 m s~!) are much
stronger than in the former case (5-10 m s~!). The small value of CAPE in the
mean tropical environment is the major reason that updraft velocities in tropical
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cumulonimbus are observed to be much smaller than those in midlatitude thun-
derstorms.

9.5.5 Entrainment

In the previous subsection it was assumed that convective cells rise without mixing
with environmental air so that they maintain constant 6, during their rise. In reality,
however, rising saturated air parcels tend to be diluted by entraining, or mixing
in, some of the relatively dry environmental air. If the air in the environment is
unsaturated, some of the liquid water in the rising parcel must be evaporated to
maintain saturation in the convective cell as air from the environment is entrained.
The evaporative cooling caused by entrainment will reduce the buoyancy of the
convective parcel (i.e., lower its 6, ). Thus, the equivalent potential temperature
in an entraining convection cell will decrease with height rather than remaining
constant. Similar considerations hold for any other conservable variable® in which
environmental values differ from cloud values; entrainment will modify the in-
cloud vertical profiles.

Denoting the amount of an arbitrary conservable variable per unit mass of air by
A, the vertical dependence of A4 in an entraining convective cell can be estimated
by assuming that to a first approximation the cell can be modeled as a steady-state
jetas shown in Fig. 9.11. Thus, in a time increment 8¢ a mass m of saturated cloud
air with an amount of the arbitrary variable given by m A.;; mixes with a mass

m+8m
Fig.9.11 Anentraining jet model of cumulus con-
Sm 8z vection. See text for explanation.
m

3 A conservable variable is one that is conserved following the motion in the absence of sources and
sinks (e.g., a chemical trace constituent).



9.5 CUMULUS CONVECTION 297

&m of entrained environmental air, which has an amount of the arbitrary variable
given by 6m Aeny. The change in the value of 4 within the cloud, § 4.4, is then
given by the mass balance relationship

(m +6m) (Acig + 8§ Acia) = mAcig + dmAepy + (DAcld /DZ‘)Sm5t (9.48)

where (DACld / Dt) s designates the rate of change of 4.;; due to sources and
sinks unrelated to entrainment. Dividing through by &7 in (9.48), neglecting the
second-order term, and rearranging yields

SAc1d DAg 1 6m
- — = Ao — 4 9.49
St ( Dt >S m ot ( cld env) ( )

Noting that in the time increment 8¢ an ascending parcel rises a distance §z = wét,
where w is the speed of ascent of the parcel, we can eliminate §¢ in (9.49) to
obtain an equation for the vertical dependence of A.;4 in a continuously entraining
convective cell:

dAciq DAciq
w—— = ( o S wh (Actd — Aenv) (9.50)
where we have defined the entrainment rate; ). = dlInm/dz.

Letting A.jg = In 6, and noting that 6, is conserved in the absence of entrain-

ment, (9.50) yields
—A [(ln Qe)cld —(In Qe)env]

(dln Qe>
dz ) q . r
| 2L (s — In [ =<4 9.51
|:CPT (@s — genv) +1n (Tenv ( )

where (9.40) is used to obtain the latter form of the right-hand side. Thus an
entraining convective cell is less buoyant than a nonentraining cell. Letting 4.y =
w in (9.50), applying (9.45), and neglecting the pressure contribution to buoyancy,
we find that the height dependence of kinetic energy per unit mass is given by

d (w? Teid — Teny 2
— =)= _— = A 9.52
dz < 2 ) & ( Toms ) v 9:52)

An entraining cell will undergo less acceleration than a nonentraining cell not
only because the buoyancy is reduced, but also because of the drag exerted by
mass entrainment.

Equations (9.51) and (9.52), together with suitable relations for the cloud mois-
ture variables, can be used to determine the vertical profile of cloud variables. Such

%




298 9 MESOSCALE CIRCULATIONS

one-dimensional cloud models have been very popular in the past. Unfortunately,
observed cloud properties, such as maximum cloud depth and cloud water concen-
tration, cannot simultaneously be satisfactorily predicted by this type of model.
In reality, pressure perturbations generated by the convective cells are important
in the momentum budget, and entrainment does not occur instantaneously, but in
a sporadic manner that allows some cells to rise through most of the troposphere
with very little dilution. Although more sophisticated one-dimensional models can
partly overcome these deficiencies, some of the most important aspects of thun-
derstorm dynamics (e.g., the influence of vertical shear of the environmental wind)
can only be included in multidimensional models.

9.6 CONVECTIVE STORMS

Convective storms can take a large variety of forms. These range in scale from
isolated thunderstorms involving a single convective cloud (or cell) to mesoscale
convective complexes consisting of ensembles of multicelled thunderstorms. Here
we distinguish three primary types: the single cell, the multicell, and the supercell
storm. As shown in the previous section, convective available potential energy mea-
sures whether thermodynamical conditions are favorable for the development of
cumulus convection. CAPE, therefore, provides a guide to the strength of convec-
tion. It does not, however, provide any notion of the most likely type of mesoscale
organization. It turns out, as suggested above, that storm type also depends on the
vertical shear of the lower tropospheric environment.

When vertical shear is weak (< 10 ms~! below 4 km), single cell storms occur.
These tend to be short lived (~ 30 min) and move with the mean wind in the
lowest 8 km. When there is moderate vertical shear (~ 10-20 ms~! below 4 km),
multicell storms arise in which individual cells have lifetimes of ~ 30 min, but
the storm lifetime may be many hours. In multicell storms the downdrafts induced
by the evaporation of precipitation form a dome of cold outflowing air at the
surface. New cells tend to develop along the gust front where the cold outflow
lifts conditionally unstable surface air. When vertical shear is large (> 20ms~!
below 4 km), the strong tilting of convective cells tends to delay storm development
even in a thermodynamically favorable environment so that an hour or more may
be required for the initial cell to completely develop. This development may be
followed by a split into two storms, which move to the left and right of the mean
wind. Usually the left-moving storm dies rapidly while the right-moving storm
slowly evolves into a rotating circulation with a single updraft core and trailing
downdrafts, as discussed in the next section. Such supercell storms often produce
heavy rain, hail, and damaging tornadoes. Ensembles of multicell or supercell
storms are often organized along lines referred to as squall lines, which may move
in a different direction than the individual thunderstorms.
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9.6.1 Development of Rotation in Supercell Thunderstorms

The supercell thunderstorm is of particular dynamical interest because of its ten-
dency to develop arotating mesocyclone from an initially nonrotating environment.
The dominance of cyclonic rotation in such systems might suggest that the Coriolis
force plays a role in supercell dynamics. However, it can be shown readily that the
rotation of the earth is not relevant to development of rotation in supercell storms.

Although a quantitative treatment of supercell dynamics requires that the den-
sity stratification of the atmosphere be taken into account, for purposes of under-
standing the processes that lead to development of rotation in such systems and
to the dominance of the right-moving cell, it is sufficient to use the Boussinesq
approximation. The Euler momentum equation and continuity equation may then
be expressed as

DU 93U 1
= — 4+ (Us VU_——V bk
D: 8t+( ) p+

V.U=0

Here, U = V + kuw is the three-dimensional velocity, V is the three-dimensional
del operator, pg is the constant basic state density, p is the deviation of pressure
from its horizontal mean, and b = —gp’/pg is the total buoyancy.

It is convenient to rewrite the momentum equation using the vector identity

(U-V)U:V(UQ;U)—UX(VXU)

to obtain

U U.U
T v(ly +U x w+ bk (9.53)
ot o 2

Taking V x (9.53) and recalling that the curl of the gradient vanishes, we obtain
the three-dimensional vorticity equation

2‘;’ —V x (Ux o) +V x (bk) (9.54)

Letting { = k « w be the vertical component of vorticity and taking k « (9.54), we
obtain an equation for the tendency of ¢ in a nonrotating reference frame:

i—f:k-VX(wa) (9.55)

Note that buoyancy only affects the horizontal vorticity components.
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We now consider a flow consisting of a single convective updraft embedded in
a basic state westerly flow that depends on z alone. Linearizing about this basic
state by letting
w:jdﬁ/dz +o' (x,y,z1t), U=iu+U (x,y 21
and noting that the linearized form of the right-hand side in (9.55) becomes
keVx (Uxw) =-keV x (iwdu/dz + jug')

we find that the linearized vorticity tendency is

a¢’ 95" dw'du
ay dz

(9.56)

u
ot 0x

The first term on the right in (9.56) is just the advection by the basic state flow.
The second term represents tilting of horizontal shear vorticity into the vertical by
differential vertical motion.

Because du/dz is positive, the vorticity tendency due to this tilting will be
positive to the south of the updraft core and negative to the north of the updraft
core. As a result, a counterrotating vortex pair is established with cyclonic rotation
to the south and anticyclonic rotation to the north of the initial updraft, as shown in
Fig. 9.12a. Eventually, the development of negative buoyancy due to precipitation
loading generates an upper level downdraft at the position of the initial updraft and
the storm splits as shown in Fig. 9.12b. New updraft cores are established centered
on the counterrotating vortex pair.

In order to understand the generation of updrafts in the vortices on the flanks of
the storm, we examined the perturbation pressure field. A diagnostic equation for
the disturbance pressure is obtained by taking V « (9.53) to yield

v (ﬁ) __y2 (U_2U> PV Uxw) 9.57)

The first two terms on the right in (9.57) represent dynamical forcing, whereas
the last term represents buoyancy forcing. Observations and numerical models
suggest that the buoyancy forcing in (9.57) produces pressure perturbations that
tend partly to compensate the buoyancy force in the vertical momentum equation.
Dynamically forced pressure perturbations, however, may generate substantial
vertical accelerations.

In order to compute the dynamical contribution to the disturbance pressure
gradient force in either the right or left side vortex, we use cylindrical coordinates
(r, A, z) centered on the axis of rotation of either vortex and assume that to a first



9.6 CONVECTIVE STORMS 301

Fig. 9.12 Development of rotation and splitting in a supercell storm with westerly mean wind shear
(shown by storm relative wind arrows in the upper left corner of each panel). Cylindrical
arrows show the direction of cloud relative air flow. Heavy solid lines show vortex lines
with a sense of rotation shown by circular arrows. Plus and minus signs indicate cyclonic
and anticyclonic rotation caused by vortex tube tilting. Shaded arrows represent updraft and
downdraft growth. Vertical dashed lines denote regions of precipitation. (a) In the initial
stage, the environmental shear vorticity is tilted and stretched into the vertical as it is swept
into the updraft. (b) In the splitting stage, downdraft forms between the new updraft cells.
Barbed line at surface indicates downdraft outflow at surface. (After Klemp, 1987.)

approximation the azimuthal velocity v;, (positive for cyclonic flow) is independent
of . In this system the storm relative horizontal motion and vertical component
of vorticity are given approximately by

U rjv, kew =2 ~r 19 @v) [or

where jj is the unit vector in the azimuthal direction (positive counterclockwise)
and r is the distance from the axis of the vortex. Letting i, be the unit vector in the
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radial direction, we then have

. Ux d
Uxw~iy—— (rvy)
r or
Assuming that the vertical scale is much larger than the radial scale, the Laplacian
in cylindrical coordinates can be approximated by

, 10 a
Vi —— | r—
r or ar
Thus, from (9.57) the dynamical component of the pressure perturbation in the
vortices (designated py,,) can be expressed as

Lz, 10 [M} L2 [n 2] 19v}
rar \ pp Oor ror ar ror ar r or

(9.58)
Integrating (9.58) with respect to 7, we obtain the equation of cyclostrophic balance
(see Section 3.2.4):

Py dpayn [Or ar ~ v Ir (9.59)

Hence, there is a pressure minimum at the vortex center irrespective of whether the
rotation is cyclonic or anticyclonic. The strong midtropospheric rotation induced
by vortex tube twisting and stretching creates a “centrifugal pump” effect, which
causes a negative dynamical pressure perturbation centered in the vortices in the
midtroposphere. This in turn produces an upward directed dynamical contribution
to the vertical component of the pressure gradient force, and thus provides an
upward acceleration, which produces updrafts in the cores of the counterrotating
vortices as depicted in Fig. 9.12. These updrafts are separated by a downdraft
that leads to a splitting of the storm and the development of two new centers of
convection that move to the right and left of the original storm (Fig. 9.12b).

As discussed in this section, the tilting and stretching of horizontal vorticity
associated with the vertical shear of the basic state wind can account for the devel-
opment of mesoscale rotating supercells. This process does not, however, appear to
be able to produce the large vorticities observed in the tornadoes that often accom-
pany supercell thunderstorms. Numerical simulations suggest that these tend to
involve tilting and stretching of especially strong horizontal vorticity produced by
horizontal gradients in buoyancy that occur near the surface along the gust front
where negatively buoyant outdrafts produced by convective downdrafts meet moist
warm boundary layer air.

9.6.2 The Right-Moving Storm

When the environmental wind shear is unidirectional, as in the case discussed
above (see also Fig. 9.13a), the anticyclonic (left moving) and cyclonic (right
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Fig. 9.13 Pressure and vertical vorticity perturbations produced by interaction of the updraft with
environmental wind shear in a supercell storm. (a) Wind shear does not change direction with
height. (b) Wind shear turns clockwise with height. Broad open arrows designate the shear
vectors. H and L designate high and low dynamical pressure perturbations, respectively.
Shaded arrows show resulting disturbance vertical pressure gradients. (After Klemp, 1987.)

moving) updraft cores are equally favored. In most severe storms in the central
United States, however, the mean flow turns anticyclonically with height; this
directional shear in the environment favors the right-moving storm center, while
inhibiting the left-moving center. Thus, right-moving storms are observed far more
than left-moving storms.

The dominance of the right-moving storm can be understood qualitatively by
again considering the dynamical pressure perturbations. We define the basic state
wind shear vector S = 8V / dz, which is assumed to turn clockwise with height.
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Noting that the basic state horizontal vorticity in this case is
® =Kk xS=—i3v [0z + jou [0z
we see that there is a contribution to the dynamic pressure in (9.57) of the form
V. (U xo)~ -V« (wS)

From (9.57) the sign of the pressure perturbation due to this effect may be deter-
mined by noting that

d 0
Vzpdyn ~ —Pdyn ™~ _a (w/Sx) - 5 (w,Sy) (9.60)

which shows that there is a positive dynamical pressure perturbation upshear of
the cell and a negative perturbation downshear (analogous to the positive pressure
perturbation upwind and negative perturbation downwind of an obstacle). The
resulting pattern of dynamical pressure perturbations is shown in Fig. 9.13. In the
case of unidirectional shear (Fig. 9.13a), the induced pressure pattern favors updraft
growth on the leading edge of the storm. However, when the shear vector rotates
clockwise with height as in Fig. 9.13b, (9.60) shows that a dynamical pressure
disturbance pattern is induced in which there is an upward directed vertical pressure
gradient force on the flank of the cyclonically rotating cell and a downward directed
pressure gradient force on the flank of the anticyclonic cell. Thus, in the presence
of clockwise rotation of the environmental shear stronger updrafts are favored in
the right-moving cyclonic vortex to the south of the initial updraft.

9.7 HURRICANES

Hurricanes, which are also referred to as tropical cyclones and typhoons in some
parts of the world, are intense vortical storms that develop over the tropical oceans
in regions of very warm surface water. Although the winds and convective clouds
observed in hurricanes are not truly axisymmetric about the vortex center, the
fundamental aspects of hurricane dynamics can be modeled by idealizing the hur-
ricane as an axisymmetric vortex. Typically hurricanes have radial scales of several
hundred kilometers, similar to those of some midlatitude synoptic systems. How-
ever, the horizontal scale of the region of intense convection and strong winds in a
hurricane is typically only about 100 km in radius. Thus, it is reasonable to classify
hurricanes as mesoscale systems.

Unlike the rotating convective storms treated in the previous section, the hurri-
cane vortex cannot be understood without including the rotation of the earth in the
vorticity balance. The rapid rotation observed in hurricanes is produced by con-
centration of the vertical component of absolute vorticity by vortex stretching, not
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by tilting horizontal vorticity into the vertical. Maximum tangential wind speeds
in these storms range typically from 50 to 100 m s~!. For such high velocities and
relatively small scales, the centrifugal force term cannot be neglected compared to
the Coriolis force. Thus, to a first approximation, the azimuthal velocity in a steady-
state hurricane is in gradient wind balance with the radial pressure gradient force.
Hydrostatic balance also holds on the hurricane scale, which implies that the verti-
cal shear of the azimuthal velocity is a function of the radial temperature gradient.

9.7.1 Dynamics of Mature Hurricanes

An expression for the thermal wind in an axisymmetric hurricane can be easily
derived starting from the gradient wind balance in cylindrical coordinates (see
Appendix C). This can be written as

2
v 0P
24 fy = — (9.61)
r ar

where 7 is the radial distance from the axis of the storm (positive outward) and
v, is the tangential velocity (positive for anticlockwise flow). Alternatively, it is
sometimes useful to use the absolute angular momentum M; = vyr + fr2 / 2 in
place of v, because above the boundary layer M, is nearly conserved following the
motion. (It thus plays the same role in cylindrically symmetric flow as the absolute
momentum defined in Section 9.3 plays in linearly symmetric flow.) In terms of
M, the gradient wind balance can be expressed as (see Problem 9.9)

M;  fPr 3®

- — .62
r3 4 ar (9.62)

We can eliminate @ in (9.62) with the aid of the hydrostatic equation in log-pressure
coordinates introduced in Section 8.4.1:

ad /0" =RT [H

to obtain a relationship between the radial temperature gradient and the vertical
shear of the absolute angular momentum:
1 9M;  ROT
r39z¢  H or

(9.63)

The cyclonic flow in a hurricane is observed to be a maximum near the top of
the boundary layer. Above the boundary layer d M, /dz* < 0, which by (9.63)
implies that 07 /dr < 0. Thus, a temperature maximum must occur at the center
of the storm. This is consistent with the observation that hurricanes are warm core
systems.
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If we assume that for a typical hurricane the vertical scale is the scale height H,
the azimuthal velocity scale is U ~ 50 m s~ ! the horizontal scale is L ~ 100 km,
and f ~ 5 x 107> s~! (corresponding to a latitude of about 20°), we find from
(9.63) that the radial temperature fluctuation must have a magnitude

8T ~ (UL /R)(f+2U /L)~ 10°C

This strong radial variation in temperature is one of the most important thermody-
namical characteristics of hurricanes.

The kinetic energy of hurricanes is maintained in the presence of boundary layer
dissipation by the conversion of latent heat energy acquired from the underlying
ocean. This potential energy conversion is carried out by a transverse secondary
circulation associated with the hurricane, as shown schematically in Fig. 9.14. This
circulation consists of boundary layer inflow into a region of enhanced convection
surrounding the storm center that is referred to as the eyewall, ascent within con-
vective cloud towers that tend to be concentrated in the narrow outward-sloping
eyewall, radial outflow in a thin layer near the tropopause, and gentle subsidence
at a large radius. Observations show that evaporation of water from the sea surface
into the inward flowing air in the boundary layer causes a large increase in 6, as
the air approaches the eyewall region. Within the eyewall the 6, and M, surfaces
coincide so that parcel ascent in the eyewall (along the path labeled 1 in Fig. 9.14) is
neutral with respect to conditional symmetric instability, and thus does not require
external forcing. The eyewall surrounds a central eye of radius 5-50 km that is
often calm and nearly cloud free.

The energetics of the steady-state hurricane can be viewed as an example of a
Carnot cycle heat engine in which heat is absorbed (in the form of water vapor)
from the ocean at temperature 7y and expelled by radiative cooling to space at

> T oEags —
[ ¥ N T y d Sea surface

Fig. 9.14 Schematic cross section of secondary meridional circulation in a mature hurricane. Air
spirals in toward the eye (region 5) in the boundary layer (region 4), ascends along constant
M surfaces in the eyewall cloud (region 1), and slowly subsides and dries in regions 2 and
3. (After Emanuel, 1988.)
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temperature Ty at the top of the storm. Because 7y =~ 300 K and Ty =~ 200 K, the
efficiency of the heat engine is very high.

9.7.2 Hurricane Development

The origin of tropical cyclones is still a matter of uncertainty. It is not clear under
what conditions a weak tropical disturbance can be transformed into a hurricane.
Although there are many tropical disturbances each year, only rarely does one
develop into a hurricane. Thus, the development of a hurricane must require rather
special conditions. Many theoretical investigations of this problem have assumed
the initial existence of a small-amplitude cylindrically symmetric disturbance and
examined the conditions under which unstable amplification of the disturbance can
occur. As shown in Chapter 8, this sort of linear stability theory is quite successful
in accounting for the development of extratropical baroclinic disturbances.

In the tropics, however, the only well-documented linear instability is condi-
tional instability. This instability has its maximum growth rate on the scale of an
individual cumulus cloud. Therefore, it cannot explain the synoptic-scale orga-
nization of the motion. Observations indicate, moreover, that the mean tropical
atmosphere is not saturated, even in the planetary boundary layer. Thus, a parcel
must undergo a considerable amount of forced ascent before it reaches its LFC
and becomes positively buoyant. Such forced parcel ascent can only be caused
by small-scale motions, such as turbulent plumes in the boundary layer. The effi-
cacy of boundary layer turbulence in producing parcel ascent to the LFC clearly
depends on the temperature and humidity of the boundary layer environment. In
the tropics it is difficult to initialize deep convection unless the boundary layer is
brought toward saturation and destabilized, which may occur if there is large-scale
(or mesoscale) ascent in the boundary layer. Thus, convection tends to be con-
centrated in regions of large-scale low-level convergence. This concentration does
not arise because the large-scale convergence directly “forces” the convection, but
rather because it preconditions the environment to be favorable for parcel ascent
to the LFC.

Cumulus convection and the large-scale environmental motion are thus often
viewed as cooperatively interacting. In this viewpoint, diabatic heating due to latent
heat released by cumulus clouds produces a large-scale (or mesoscale) cyclonic
disturbance; this disturbance, in turn, through boundary layer pumping, drives the
low-level moisture convergence necessary to maintain an environment favorable
for the development of cumulus convection. There have been attempts to formalize
these ideas into a linear stability theory [often referred to as conditional instability
of the second kind (CISK)], which attributes hurricane growth to the organized
interaction between the cumulus scale and the large-scale moisture convergence.
This interaction process is indicated schematically in Fig. 9.15a. The CISK model
for hurricane development has not been very successful, as there is little evidence
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(b)

r—»

Fig.9.15 Meridional cross sections showing the relationship between surfaces of constant saturation
6. (dashed contours; values decreasing as r increases) and meridional circulation (arrows)
in CISK (a) and WISHE (b) theories for hurricane development. (a) Frictionally induced
boundary layer convergence moistens the environment and destabilizes it through layer
ascent. This enables small-scale plumes to reach their levels of free convection easily and to
produce cumulonimbus clouds. Diabatic heating due to the resulting precipitation drives the
large-scale circulation and thus maintains the large-scale convergence. (b) The saturation
6, is tied to the 6, of the boundary layer. The warm core occurs because enhanced surface
fluxes of latent heat increase 0, there. (After Emanuel, 2000.)



PROBLEMS 309

that such interaction leads to a growth rate maximum on the observed scale of
hurricanes.

In recent years a dramatically different view of the stability of the tropical
atmosphere has come into vogue. This view, which is referred to as wind-induced
surface heat exchange (WISHE), is based on air—sea interactions. According to
the WISHE view, illustrated schematically in Fig. 9.15b, the potential energy for
hurricanes arises from the thermodynamic disequilibrium between the atmosphere
and the underlying ocean. The efficacy of air—sea interaction in providing potential
energy to balance frictional dissipation depends on the rate of transfer of latent heat
from the ocean to the atmosphere. This is a function of surface wind speed; strong
surface winds, which produce a rough sea surface, can increase the evaporation rate
greatly. Thus, hurricane development depends on the presence of a finite amplitude
initiating disturbance, such as an equatorial wave, to provide the winds required to
produce strong evaporation. Given a suitable initial disturbance, a feedback may
occur in which an increase in inward spiraling surface winds increases the rate of
moisture transfer from the ocean, which by bringing the boundary layer toward
saturation increases the intensity of the convection, which further increases the
secondary circulation.

The air—sea interaction theory is consistent with observations that hurricanes can
develop only in the presence of very warm ocean surface temperatures. For surface
temperatures less than 26°C, the converging flow in the boundary layer apparently
cannot acquire a high enough equivalent potential temperature to sustain the intense
transverse circulation needed to maintain the hurricane. Thus, it appears that hurri-
canes do not arise from linear instability associated with latent heating of the tropi-
cal atmosphere, but develop from preexisting large-scale disturbances under rather
special conditions that permit a rapid flux of moisture from the ocean surface. The
role of convection is then not to provide an internal heat source, but rather to rapidly
establish a moist adiabatic lapse rate, tied to the boundary layer 6,. This produces
a warm core structure in the region of enhanced surface saturation 6, (Fig. 9.15b).

PROBLEMS

9.1. Show by transforming from 6 coordinates to height coordinates that the Ertel
potential vorticity P is proportional to F2N, SZ—S“. [See (9.27).]

9.2. Show that (9.17), the quasi-geostrophic version of the equation for the
streamfunction of the cross-frontal circulation, is equivalent to the omega
equation (6.53) in the Boussinesq approximation for adiabatic flow inde-
pendent of the x coordinate.

9.3. Starting with the linearized Boussinesq equations for a basic state zonal flow
that is a function of height, derive (9.31) and verify the form given for the
Scorer parameter.
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9.5.

9.6.

9.7.

9.8.

9.9.
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Show that for stationary flow over an isolated ridge in the broad ridge limit
(ks < my), the group velocity vector is directed upward so that energy
cannot propagate up or downstream of the ridge.

An air parcel at 920 hPa with temperature 20°C is saturated (mixing ratio
16 g kg~ !). Compute 6, for the parcel.

Suppose that the mass of air in an entraining cumulus updraft increases
exponentially with height so that m = moe” " where H = 8 km and m is
the mass at a reference level. If the updraft speed is 3 m s~ ! at 2 km height,
what is its value at a height of 8 km, assuming that the updraft has zero net
buoyancy?

Verify the approximate relationship between moist static energy and 6, given
by (9.41).

The azimuthal velocity component in some hurricanes is observed to have
a radial dependence given by v; = Vo (ro/r)? for distances from the center
given by r > 7. Letting ¥y = 50ms~'and ry = 50km, find the total
geopotential difference between the far field (r — oo) and » = rg, assuming
gradient wind balance and fy = 5 x 107> s~!. At what distance from the
center does the Coriolis force equal the centrifugal force?

Starting with (9.61) derive the angular momentum form of the gradient wind
balance for an axisymmetric vortex given by (9.62).

MATLAB EXERCISES

M9I.1

M09.2.

. The MATLAB script surface_front_1.m demonstrates the concentration

of an initial temperature gradient by an imposed deformation field. The
temperature field is initially taken to have a linear decrease in y: T (y) =
300 — 102y, where y is in kilometers. The horizontal wind is given
by the streamfunction v (x, y) = —15k~!sin (kx) sin (my), where k =
2 / 3% 10% andm = 7 / 3 x 10°. Evaluate and contour plot the defor-
mation field for this streamfunction, where deformation is defined as
du /dx — 9v /dy. Run the model and observe where the temperature
gradient increases. Modify the code to plot the maximum temperature
gradient as a function of time. For how long does the gradient increase
approximately exponentially? What is the e-folding time for increase of
the temperature gradient at the origin?

The MATLAB script profile_1.m and the function Tmoist.m use pressure,
temperature, and humidity data in the file sounding.dat to calculate and
graph vertical profiles of temperature, dewpoint, and the temperature cor-
responding to pseudoadiabatic ascent from the lifting condensation level
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M9.3.

M9 4.

MO9.5.

for a parcel lifted from the lowest level of the sounding. Modify this script
to plot profiles of the potential temperature, the equivalent potential tem-
perature, and the saturated potential temperature. Hint: Temperature at sat-
uration can be calculated by inverting the expression for saturation vapor
pressure, which is obtainable by integrating (D.4):

L, 1 1
€5 = €g,tr CXp R_ T_ - 7
v tr

where e; ; = 6.11hPa, T}, = 273.16K, andL, = 2.5 x 10° J kg~ ! are the
saturation vapor pressure at the triple point temperature, the triple point
temperature, and the latent heat of vaporization, respectively.

For the thermodynamic sounding of Problem M9.2 compute the CAPE and
the profile of vertical velocity for a parcel lifted from the lowest layer in the
absence of entrainment. What is the maximum vertical velocity, and what
is the distance that the parcel overshoots its level of neutral buoyancy?

The MATLAB script lee_wave_1.m uses the Fourier series approach to
solve for flow over an isolated ridge for the case of constant N and constant
mean zonal flow. For the case of # = 50 m s~! determine by running the
script for various ridge widths what width is required for significant vertical
propagation (i.e., at what ridge width do phase lines of vertical velocity
begin to tilt with height)?

The script lee_wave_2.m plots an approximate analytic solution for flow
over a mountain in the wide ridge limit. The height profile is given by

h(x) = hoL? /(L2 n xz)

where L is the width scale of the ridge and 4 is the ridge height. For a
fixed ridge height of 2 km, vary the input zonal mean wind and comment on
the dependence of the contoured solutions. (Note that the vertical scale is
given in vertical wavelengths as in Fig. 9.7 in the text.) Modify the script to
vary the mountain height and determine what fraction of the vertical wave-
length the mountain height must have in order that wave breaking occur.
(The onset of wave breaking occurs when the streamlines become vertical.)

Suggested References

Durran (1990) reviews the dynamics of mountain waves and downslope windstorms.

Eliassen (1990) discusses the secondary circulation within frontal zones.

Emanuel, Ammospheric Convection is a graduate-level text covering the subject of convection,
including symmetric instability in great detail.
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Emanuel (2000) provides a qualitative explanation of the WISHE theory for hurricane development.

Hoskins (1982) discusses the semigeostrophic theory of frontogenesis and summarizes results from
numerical models.

Houze, Cloud Dynamics discusses convective storms at the graduate level.

Klemp (1987) describes the dynamics of tornadic thunderstorms.



CHAPTER 10

The General Circulation

In its broadest sense the general circulation of the atmosphere is usually
considered to include the totality of motions that characterizes the global scale
atmospheric flow. Specifically, the study of the general circulation is concerned
with the dynamics of climate—that is, with the temporally averaged structures of
the fields of wind, temperature, humidity, precipitation, and other meteorological
variables. The general circulation may thus be considered to consist of the flow
averaged in time over a period sufficiently long to remove the random variations
associated with individual weather systems, but short enough to retain monthly
and seasonal variations.

In the past, both observational and theoretical studies of the general circulation
concentrated on the dynamics of the zonally averaged flow. The time-averaged cir-
culation is, however, highly dependent on longitude due to longitudinally asym-
metric forcing by orography and land—sea heating contrasts. The longitudinally
dependent components of the general circulation may be separated into quasi-
stationary circulations, which vary little in time, monsoonal circulations, which
are seasonally reversing, and various subseasonal and interannual components,
which together account for low-frequency variability. A complete understanding
of the physical basis for the general circulation requires an explanation not only

313
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for the zonally averaged circulation, but the longitudinally and time-varying com-
ponents as well.

Nevertheless, to introduce the study of the general circulation, it proves useful
to isolate those processes that maintain the zonal-mean flow (i.e., the flow aver-
aged around latitude circles). This approach follows naturally from the linear wave
studies of previous chapters in which flow fields were split into zonal-mean and
longitudinally dependent eddy components. In this chapter, however, we concen-
trate not on the development and motion of the eddies, but on the influence of
the eddies on the structure of the zonal-mean circulation. Focusing on the zonal
mean allows us to isolate those features of the circulation that are not dependent
on continentality, and should thus be common to all thermally driven rotating fluid
systems. In particular, we discuss the angular momentum and energy budgets of
the zonally averaged flow. We also show that the mean meridional circulation
(i.e., the circulation consisting of the zonal-mean vertical and meridional veloc-
ity components) satisfies a diagnostic equation analogous to the omega equation
of Section 6.4.1, but with the forcing determined by the distributions of diabatic
heating and eddy heat and momentum fluxes.

Following our discussion of the zonal-mean circulation we consider the longi-
tudinally varying time averaged circulation. In this chapter the primary emphasis
is on extratropical aspects of the circulation; these can be discussed within the
framework of quasi-geostrophic theory. The general circulation of the tropics is
considered in Chapter 11.

10.1 THE NATURE OF THE PROBLEM

Theoretical speculation on the nature of the general circulation has quite a long
history. Perhaps the most important early work on the subject was that of the 18th-
century Englishman, George Hadley. Hadley, in seeking a cause for the trade wind
circulation, realized that this circulation must be a form of thermal convection
driven by the difference in solar heating between equatorial and polar regions. He
visualized the general circulation as consisting of a zonally symmetric overturning
in which the heated equatorial air rises and flows poleward where it cools, sinks, and
flows equatorward again. At the same time, the Coriolis force deflects the poleward
moving air at the upper levels to the east, and the equatorward moving air near the
surface to the west. The latter is, of course, consistent with the observed surface
winds in the trade wind zone, which are northeasterly in the Northern Hemisphere
and southeasterly in the Southern Hemisphere. This type of circulation is now
called a Hadley circulation or Hadley cell.

Although a circulation consisting of Hadley cells extending from equator to pole
in each hemisphere is mathematically possible in the sense that such a circulation
would not violate the laws of physics, the observed Hadley circulation is confined to
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the tropics. Evidence from a number of studies indicates that for conditions existing
in the earth’s atmosphere a symmetric hemispheric-wide Hadley circulation would
be baroclinically unstable. If such a circulation were to become established by
some mechanism, it would quickly break down outside the tropics as baroclinic
eddies developed and modified the zonal-mean circulation through their heat and
momentum fluxes.

The observed general circulation thus cannot be understood purely in terms of
zonally symmetric processes. Rather, it can be thought of qualitatively as devel-
oping through three-dimensional interactions among radiative and dynamical pro-
cesses. In the mean the net solar energy absorbed by the atmosphere and the earth
must equal the infrared energy radiated back to space by the planet. The annually
averaged solar heating is, however, strongly dependent on latitude, with a max-
imum at the equator and minima at the poles. The outgoing infrared radiation,
however, is only weakly latitude dependent. Thus, there is a net radiation surplus
in the equatorial region and a deficit in the polar region. This differential heating
warms the equatorial atmosphere relative to higher latitudes and creates a pole-to-
equator temperature gradient. Hence it produces a growing store of zonal-mean
available potential energy. At some point the westerly thermal wind (which must
develop if the motion is to be balanced geostrophically in the presence of the
pole-to-equator temperature gradient) becomes baroclinically unstable. As shown
in chapter 8, the resulting baroclinic waves transport heat poleward. These waves
will intensify until their heat transport (together with the heat transported by plan-
etary waves and ocean currents) is sufficient to balance the radiation deficit in the
polar regions so that the pole-to-equator temperature gradient ceases to grow. At
the same time, these perturbations convert potential energy into kinetic energy,
thereby maintaining the kinetic energy of the atmosphere against the effects of
frictional dissipation.

From a thermodynamic point of view, the atmosphere may be regarded as a
“heat engine,” which absorbs net heat at relatively warm temperatures in the trop-
ics (primarily in the form of latent heat due to evaporation from the sea surface)
and gives up heat at relatively cool temperatures in the extratropics. In this man-
ner net radiation generates available potential energy, which is in turn partially
converted to kinetic energy, which does work to maintain the circulation against
frictional dissipation. Only a small fraction of the solar energy input actually
gets converted to kinetic energy. Thus, from an engineer’s viewpoint the atmo-
sphere is a rather inefficient heat engine. However, if due account is taken of
the many constraints operating on atmospheric motions, it appears that the atmo-
sphere may in fact generate kinetic energy about as efficiently as dynamically
possible.

The above qualitative discussion suggests that the gross features of the general
circulation outside the tropics can be understood on the basis of quasi-geostrophic
theory since, as we have previously seen, baroclinic instability is contained within
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the quasi-geostrophic framework. In view of this fact, and to keep the equations
as simple as possible, our discussion of the zonally averaged and longitudinally
varying components of the circulation outside the tropics will concentrate on those
aspects that can be qualitatively represented by the quasi-geostrophic equations
on the midlatitude 8 plane.

It should be recognized that a quasi-geostrophic model cannot provide a com-
plete theory of the general circulation because in the quasi-geostrophic theory
a number of assumptions are made concerning scales of motion that restrict in
advance the possible types of solutions. Quantitative modeling of the general cir-
culation requires complicated numerical models based on the primitive equations
in spherical coordinates. The ultimate objective of these modeling efforts is to
simulate the general circulation so faithfully that the climatological consequences
of any change in the external parameters (such as the atmospheric concentration
of carbon dioxide) can be predicted accurately. Present models can provide fairly
accurate simulations of the current climate and plausible predictions of the response
of the climate system to changes in external conditions. However, uncertainties
in the representations of a number of physical processes, particularly clouds and
precipitation, limit the confidence that can be placed in quantitative climate change
predictions based on such models.

10.2 THE ZONALLY AVERAGED CIRCULATION

The observed global distribution of the longitudinally averaged zonal wind for the
two solstice seasons was shown in Fig. 6.1. Although there are important inter-
hemispheric differences, the flow in both hemispheres is characterized by westerly
jets with maximum zonal velocities at about 30°-35° latitude near the tropopause.
These westerlies vary in longitude, especially in the Northern Hemisphere (see
Fig. 6.2), but there is a significant zonally symmetric component, which we will
refer to as the mean zonal wind.

Although departures of the time-averaged flow from zonal symmetry are impor-
tant aspects of the general circulation, especially in the Northern Hemisphere, it
is useful to first obtain an understanding of the dynamics of the zonally symmet-
ric component before investigating the three-dimensional time mean circulation.
This section examines the dynamics of zonally symmetric motions using quasi-
geostrophic theory and the log-pressure coordinate system introduced in Chapter 8
and shows that the meridional circulation associated with an axially symmetric vor-
tex is dynamically analogous to the secondary divergent circulation in a baroclinic
wave.

In the log-pressure coordinate system, the x and y components of the momen-
tum equation, the hydrostatic approximation, the continuity equation, and the
thermodynamic energy equation can be written as



10.2 THE ZONALLY AVERAGED CIRCULATION 317

Du/Dt — fv+dd/dx = X (10.1)
Dv/Dt + fu+9®/dy =Y (10.2)
ad/0z= H 'RT (10.3)
du/dx + dv/dy + py '3 (pow) /82 =0 (10.4)
DTDt+ (kT /H)w = J/c, (10.5)
where
3

0 + 0 + + 0
=—+4u—+v—F+w—
ot ox ay 0z

and X and Y designate the zonal and meridional components of drag due to small-
scale eddies.

For convenience in this and the following chapters we have dropped the aster-
isk notation used in Chapter 8 to distinguish the log-pressure coordinate from
geometric height. Thus, z here designates the log-pressure variable defined in Sec-
tion (8.4.1).

Analysis of the zonally averaged circulation involves study of the interaction of
longitudinally varying disturbances (referred to as eddies, and denoted by primed
variables) with the longitudinally averaged flow (referred to as the mean flow
and denoted by overbars). Thus, any variable 4 is expanded in the form 4 =
A+ A'. This sort of average is an Eulerian mean, as it is evaluated at fixed latitude,
height, and time. Eulerian mean equations are obtained by taking zonal averages of
(10.1)—(10.5). Such averaging is facilitated by using (10.4) to expand the material
derivative for any variable 4 in flux form as follows:

DA 0 0 0
pPo——=p0( = +VeV+w—]A4+4|Ve(0oV)+ — (oow)
Dt at 0z 0z (10.6)

(,OOA) + (POAM) + . (,OOAU) + = (,Oko)

where we recall that pg = pg(2).
Applying the zonal averaging operator then gives

24 _ 9 (pod) + 9 [,00 (Zv n A/v/)] L9 [,00 (Zw n A/w/>] (10.7)
Dt at ay 0z
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Here we have used the fact that 0 6/ dx = 0, as quantities with the overbar are
independent of x. We have also used the fact that for any variables a and b

ab=(@+a) (b+b) = ab+ab +ab+ab = ab+ab

which follows from that facts that @ and b are independent of x and @’ = b’ =
so that, for example, ab = ab = 0.

The terms involving (v, w) on the right in (10.7) can be rewritten in advective
form with the aid of the zonal mean of (10.4):

3 /8y + py ' 9(pow) 3z = 0 (10.8)

Applying the chain rule of differentiation to the mean terms on the right in (10.7)
and substituting from (10.8) we can rewrite (10.7) as
PA_D i)+ L [ ()] + Lm(7w)]  (09)
_ = —_— v —_— w .
P = Ty 00 ay P 55 |10

where

D 0 +_8 +_8 (10.10)
—=—4+v—+wWw— .
Dt ot ay 0z

is the rate of change following the mean meridional motion (v, w).

10.2.1 The Conventional Eulerian Mean

Applying the averaging scheme of (10.9) to (10.1) and (10.5) we obtain the
zonal-mean zonal momentum and thermodynamic energy equations for quasi-
geostrophic motions on the midlatitude g plane:

0m/01 — fou = —d (W)/aer)_( (10.11)

9T /3t + N°HR ' = —9 (v’T’)/3y+7/cp (10.12)
where N is the buoyancy frequency defined by

» R («kTy  dTy
V7= H ( 7 )
In(10.11)and (10.12), consistent with quasi-geostrophic scaling, we have neglected
advection by the ageostrophic mean meridional circulation and vertical eddy flux
divergences. It is easily confirmed that for quasi-geostrophic scales these terms
are small compared to the retained terms (see Problem 10.4). We have included
the zonally averaged turbulent drag in (10.11) because stresses due to unresolved

eddies (such as gravity waves) may be important not only in the boundary layer,
but also in the upper troposphere and in the middle atmosphere.
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Similar scaling shows that the zonal average of the meridional momentum equa-
tion (10.2) can be approximated accurately by geostrophic balance,

fou = —ad/dy

This can be combined with the hydrostatic approximation (10.3) to give the
thermal wind relation

fodu/dz+ RH™'9T /oy = 0 (10.13)

This relationship between zonal-mean wind and potential temperature distribu-
tions imposes a strong constraint on the ageostrophic mean meridional circulation
(v, w). In the absence of a mean meridional circulation the eddy momentum flux
divergence in (10.11) and eddy heat flux divergence in (10.12) would tend sep-
arately to change the mean zonal wind and temperature fields, and hence would
destroy thermal wind balance. The pressure gradient force that results from any
small departure of the mean zonal wind from geostrophic balance will, however,
drive a mean meridional circulation, which adjusts the mean zonal wind and tem-
perature fields so that (10.13) remains valid. In many situations this compensation
allows the mean zonal wind to remain unchanged even in the presence of large eddy
heat and momentum fluxes. The mean meridional circulation thus plays exactly
the same role in the zonal-mean circulation that the secondary divergent circula-
tion plays in the synoptic-scale quasi-geostrophic system. In fact, for steady-state
mean flow conditions the (v, w) circulation must just balance the eddy forcing plus
diabatic heating so that the balances in (10.11) and (10.12) are as follows:

Coriolis force ( fov) & divergence of eddy momentum fluxes
Adiabatic cooling ~ diabatic heating plus convergence of eddy heat fluxes

Analysis of observations shows that outside the tropics these balances appear to
be approximately true above the boundary layer. Thus, changes in the zonal- mean
flow arise from small imbalances between the forcing terms and the mean merid-
ional circulation.

The Eulerian mean meridional circulation can be determined in terms of the
forcing from an equation similar to the omega equation of Section 6.4. Before
deriving this equation it is useful to observe that the mean meridional mass cir-
culation is nondivergent in the meridional plane. Thus, it can be represented in
terms of a meridional mass transport stream function, which identically satisfies
the continuity equation (10.8), by letting

_ ox _ax
POV = ——=;  pow = ——
dy

; 10.14
e ( )
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Fig. 10.1 Relationship of the Eulerian mean meridional stream function to vertical and meridional
motion.

The relationship of the sign of the streamfunction ) to the sense of the mean
meridional circulation is shown schematically in Fig. 10.1.
The diagnostic equation for x is derived by first taking

d R 0
— (10.11 ——(10.12
foaz( )+Hay( )

and then using (10.13) to eliminate the time derivatives and (10.14) to express the
mean meridional circulation in terms of x. The resulting elliptic equation has the
form

%% a (1 0dx 9 (kJ R O3 /——
N N L W B XD (o)
92 N2P0%2 00 0z N2|oay\ H Hay

, _
—fo (ajay (“lv/> - %)]

Equation (10.15) can be used to qualitatively diagnose the mean meridional
circulation. Because ¥ must vanish on the boundaries it can be represented by a
double Fourier series in y and z. Hence, the elliptic operator on the left-hand side
of (10.15) is approximately proportional to —) and (10.15) states qualitatively
that

82
X X — 8_ (diabatic heating) + (large scale eddy heat flux)
y

2

+
0yoz

ad
(large-scale eddy momentum flux) + P (zonal drag force)
z
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Fig.10.2 Schematic Eulerian mean meridional circulation showing the streamfunction for a thermally
direct Hadley cell.

Now, diabatic heating in the Northern Hemisphere decreases for increasing y.
Thus, the first term on the right is positive and tends to force a mean meridional
cell with ¥ > 0. This is referred to as a thermally direct cell, as warm air is ris-
ing and cool air sinking. It is this process that primarily accounts for the Hadley
circulation of the tropics as illustrated in Fig. 10.2. For an idealized Hadley cell
in the absence of eddy sources, the differential diabatic heating would be bal-
anced only by adiabatic cooling near the equator and adiabatic warming at higher
latitudes.

In the extratropical Northern Hemisphere, poleward eddy heat fluxes due both
to transient synoptic-scale eddies and to stationary planetary waves tend to transfer
heat poleward, producing a maximum poleward heat flux v’7”’ in the lower tropo-
sphere at about 50° latitude as shown in Fig. 10.3. Because  is proportional to the
second derivative of v'T’, which should be negative where v'7T’ > 0, the heat flux
forcing term should tend to produce a mean meridional cell with ¥ < O centered
in the lower troposphere at midlatitudes. Thus, the eddy heat flux tends to drive an
indirect meridional circulation.

The existence of this indirect meridional circulation can be understood in terms
of the need to maintain geostrophic and hydrostatic balance. North of the latitude
where v'T’ is a maximum there is a convergence of eddy heat flux, while equa-
torward of that latitude there is a divergence. Thus, eddy heat transport tends to
reduce the pole-to-equator mean temperature gradient. If the mean zonal flow is
to remain geostrophic, the thermal wind must then also decrease. In the absence
of eddy momentum transport, this decrease in the thermal wind can only be pro-
duced by the Coriolis torque due to a mean meridional circulation with the sense
of that in Fig. 10.4. At the same time, it is not surprising to find that the vertical
mean motions required by continuity oppose the temperature tendency associated
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Fig.10.3 Observed northward eddy heat flux distribution (°Cms™ 1) for Northern Hemisphere winter.

(Adapted from Schubert et al., 1990.)

with the eddy heat flux by producing adiabatic warming in the region of eddy
heat flux divergence, and adiabatic cooling in the region of eddy heat flux conver-

gence.
The next to last forcing term in (10.15) is proportional to the vertical gradient
of the horizontal eddy momentum flux convergence. However, it can be shown

(Problem 10.5) that
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Fig. 10.4 Schematic Eulerian mean meridional circulation forced by poleward heat fluxes
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Fig. 10.5 Schematic Eulerian mean meridional circulation forced by a vertical gradient in eddy

momentum flux convergence.

Thus, this term is proportional to the vertical derivative of the meridional vorticity
flux. To interpret this eddy forcing physically, we suppose as shown in Fig. 10.5 that
the momentum flux convergence (or the vorticity flux) is positive and increasing
with height. This will be true in the Northern Hemisphere troposphere poleward of
the core of the jet stream, as u’v’ tends to be poleward and to reach its maximum
near the tropopause at about 30° (at the core of the mean jetstream) as shown
in Fig. 10.6. For this configuration of momentum flux 3%u/v’ /ayaz < 0 in the
midlatitude troposphere, which again drives a mean meridional cell with ¥ < O.
From (10.11) it is clear that the Coriolis force of this induced indirect meridional
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Fig. 10.6 Observed northward eddy momentum flux distribution (m? s~2) for Northern Hemisphere
winter. (Adapted from Schubert et al., 1990.)
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circulation is required to balance the acceleration due to the momentum flux con-
vergence, which would otherwise increase the vertical shear of the mean zonal
wind and destroy the thermal wind balance.

Thus, the combined eddy heat flux and the eddy momentum flux distributions
tend to drive mean meridional cells in each hemisphere with rising motion pole-
ward of 45° and sinking motion equatorward of 45°. This eddy forcing more than
compensates the direct diabatic drive at midlatitudes and is responsible for the
observed thermally indirect Ferrel cell.

The resultant observed climatology of the Eulerian mean meridional circulation
is shown in Fig. 10.7. It consists primarily of tropical Hadley cells driven by
diabatic heating and eddy-driven midlatitude Ferrel cells. There are also minor
thermally direct cells at polar latitudes. The meridional circulation in the winter
is much stronger than that in the summer, especially in the Northern Hemisphere.
This reflects the seasonal variation both in the diabatic and in the eddy flux forcing
terms in (10.15).

The zonal momentum balance in the upper troposphere in tropical and midlat-
itude cells is maintained by the balance between the Coriolis force caused by the
mean meridional drift and the eddy momentum flux convergence. The heat balance
is maintained by rising motion (adiabatic cooling) balancing the diabatic heating
in the tropics and the eddy heat flux convergence at high latitudes, and subsidence
(adiabatic warming) balancing the eddy heat flux divergence in the subtropics.

Because of the appearance of eddy flux terms in both mean momentum and
thermodynamic energy equations, and the near cancellation of eddy and mean
flow processes, it is rather inefficient to attempt to diagnose the net eddy forcing of
the mean flow from the conventional Eulerian mean. It can be shown that similar
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Fig. 10.7 Streamfunction (units: 102 kg m~Ls™1) for the observed Eulerian mean meridional circu-
lation for Northern Hemisphere winter, based on the data of Schubert et al. (1990).
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eddy and mean flow compensation occurs in the Eulerian mean continuity equation
for a long-lived tracer so that tracer transport calculations are also inefficient in
this formulation.

10.2.2 The Transformed Eulerian Mean (TEM)

An alternative approach to analysis of the zonal-mean circulation, which provides a
clearer diagnosis of eddy forcing and also provides a more direct view of transport
processes in the meridional plane, is the transformed Eulerian mean formulation
introduced by Andrews and Mclntyre (1976). This transformation takes account
of the fact that in (10.12) there tends to be a strong cancellation between the eddy
heat flux convergence and adiabatic cooling, while the diabatic heating term is a
small residual. Since in the mean an air parcel will rise to a higher equilibrium
altitude only if its potential temperature is increased by diabatic heating, it is the
residual meridional circulation associated with diabatic processes that is directly
related to the mean meridional mass flow.

The TEM equations can be obtained from (10.11) and (10.12) by defining the
residual circulation (5*, w*) as follows:

T =7—py RH9 (,oov’T//Nz) /az (10.16a)

T =+ RH™ 9 (W/M) /ay (10.16b)

The residual vertical velocity defined in this manner clearly represents that part of
the mean vertical velocity whose contribution to adiabatic temperature change is
not canceled by the eddy heat flux divergence.

Substituting from (10.16) into (10.11) and (10.12) to eliminate (v, w) yields the
TEM equations

3u /3t — fov* = +py 'V F+X=GCG (10.17)
9T [ot + N*HR™'w* =T [c, (10.18)
av* Jay + py "9 (pow*) /92 =0 (10.19)

where F = jF),+K I, the Eliassen—Palm flux (EP flux), is a vector in the meridional
(», z) plane, which for large-scale quasi-geostrophic eddies has the components

Fy=—potv',  F.= pofoR0T’ / (N2H> (10.20)
and G designates the total zonal force due to both large- and small-scale eddies.

The TEM formulation clearly shows that the eddy heat and momentum fluxes
do not act separately to drive changes in the zonal-mean circulation, but only in
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the combination given by the divergence of the EP flux. The fundamental role
of the eddies is thus to exert a zonal force. This eddy forcing of the zonal-mean
flow can be displayed conveniently by mapping the field of F and contouring the
isolines of its divergence. When properly scaled by the basic state density, these
contours give the zonal force per unit mass exerted by quasi-geostrophic eddies.
The mean global EP flux divergence pattern for a Northern Hemisphere winter is
shown in Fig. 10.8. Note that in most of the extratropical troposphere the EP flux
is convergent so that the eddies exert a westward zonal force on the atmosphere.
On the seasonal time scale the zonal force due to the EP flux divergence in (10.17)
is nearly balanced by the eastward Coriolis force of the residual mean meridional
circulation. Conditions for this balance are discussed in the next subsection.

The structure of the residual mean meridional circulation can be determined by
defining a residual stream function

RVT!
“H N2

—*

X+ o

It can then be shown by direct substitution into (10.14) and (10.15) that
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Fig.10.8 Eliassen—Palm flux divergence divided by the standard density p( for Northern Hemisphere
winter, based on the data of Schubert et al. (1990). (Units: m g1 day*' )
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Fig. 10.9 Residual mean meridional stream function (units: 102 kg m~! s71) for Northern
Hemisphere winter, based on the data of Schubert et al. (1990).

The magnitudes of the diabatic and EP flux contributions to the source term on the
right in (10.21) are generally larger in the winter hemisphere than in the summer
hemisphere. In the Northern Hemisphere troposphere the source terms are gen-
erally negative, whereas in the Southern Hemisphere they are generally positive.
This implies that ™ itself is positive in the Northern Hemisphere and negative in
the Southern Hemisphere so that the residual meridional circulation consists of a
single thermally direct overturning in each hemisphere, with the strongest cell in
the winter hemisphere as shown in Fig. 10.9.

Unlike the conventional Eulerian mean, the residual mean vertical motion for
time-averaged conditions is proportional to the rate of diabatic heating. It approx-
imately represents the diabatic circulation in the meridional plane, that is, the
circulation in which parcels that rise are diabatically heated and those that sink
are diabatically cooled in order that their potential temperatures adjust to the local
environment. The time-averaged residual mean meridional circulation thus approx-
imates the mean motion of air parcels, and hence, unlike the conventional Eulerian
mean, provides an approximation to the mean advective transport of trace sub-
stances.

10.2.3 The Zonal-Mean Potential Vorticity Equation

Further insight into the nature of the extratropical zonal-mean circulation can be
obtained by zonally averaging the quasi-geostrophic potential vorticity equation
(6.24) to obtain

a7 [ot = —0 (W) /dy (10.22)



328 10 THE GENERAL CIRCULATION

where from (6.25) the zonal-mean potential vorticity is

_ 13°®  fo 0 [ podd
qg=fo+By+— + V2o,

—_— 4+ —— (10.23)
fo 3> podz

and the eddy potential vorticity is

2d 2% /
fo (PR B (MY g
fo \ 0x2 9y? 000z \ N2 0z
The quantity ¢’v’on the right-hand side in (10.22) is the divergence of the merid-
ional flux of potential vorticity. According to (10.22), for adiabatic quasi-
geostrophic flow the mean distribution of potential vorticity can be changed only
if there is a nonzero flux of eddy potential vorticity. The zonal-mean potential vor-
ticity, together with suitable boundary conditions on ®, completely determines the
distribution of zonal-mean geopotential, and hence the zonal-mean geostrophic
wind and temperature distributions. Thus, eddy-driven mean-flow accelerations
require nonzero potential vorticity fluxes.
It can be shown that the potential vorticity flux is related to the eddy momentum
and heat fluxes. We first note that for quasi-geostrophic motions the eddy horizontal
velocities in the flux terms are geostrophic:

fov'=09" [ox, and fou' = -3 /oy
Thus,

20 199020 19 (ae\t_

v = ——— = — — —
9xZ  fo 0x 0xZ  2f30x \ 9x

where we have used the fact that a perfect differential in x vanishes when averaged

zonally. Thus,

— v fo 0 (po 0P
qv =— +—=v—=\|-—=
fo 3y*  po 9z \ N2 9z

We can use the chain rule of differentiation to rewrite the terms on the right in
this expression as

fo oyt g2\ ax ay?

1|8 (00807 109 (00> pa—
i I __.2 __° (u’v’)
feloy\ ox ay 29x \ 9y dy

v 2o 1 (8<I>/ a2<1>/> B
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and

fo 0 (pd®\ 1|0 (ppd®a®\ po 8 (00
— ) — | — — — — | — - -
oo 0z \ N2 3z oo | 90z \ N2 ax 9z 2N29x \ 9z

 podz \ N2~ 9z

Thus,

v’ Iy
v = o fod (e 0 (10.25)
9y poaz N2 0z

so that it is not the momentum flux #’v” or heat flux v/9®’ / dz that drives net
changes in the mean-flow distribution, but rather the combination given by the
potential vorticity flux. Under some circumstances the eddy momentum flux and
eddy heat flux may individually be large, but the combination in (10.25) actually
vanishes. This cancellation effect makes the traditional Eulerian mean formulation
a poor framework for analysis of mean-flow forcing by eddies.

Comparing (10.25) and (10.20) we see that the potential vorticity flux is pro-
portional to the divergence of the EP flux vector:

gV =p, ' VeF (10.26)

Thus, the contribution of large-scale motions to the zonal force in (10.17) equals
the meridional flux of quasi-geostrophic potential vorticity. If the motion is adia-
batic and the potential vorticity flux is nonzero, (10.22) shows that the mean-flow
distribution must change in time. Thus, there cannot be complete compensation
between Coriolis torque and zonal force terms in (10.17).

10.3 THE ANGULAR MOMENTUM BUDGET

The previous section used the quasi-geostrophic version of the zonal-mean equa-
tions to show that large-scale eddies play an essential part in the maintenance
of the zonal-mean circulation in the extratropics. In particular, we contrasted the
mean-flow forcing as represented by the conventional Eulerian mean and TEM
formulations. This section expands our consideration of the momentum budget by
considering the overall balance of angular momentum for the atmosphere and the
earth combined. Thus, rather than simply considering the balance of momentum
for a given latitude and height in the atmosphere, we must consider the transfer of
angular momentum between the earth and the atmosphere, and the flow of angular
momentum in the atmosphere.
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It would be possible to utilize the complete spherical coordinate version of the
TEM equations for this analysis, but we are concerned primarily with the angular
momentum balance for a zonal ring of air extending from the surface to the top of
the atmosphere. In that case it proves simpler to use the conventional Eulerian mean
formulation. It also proves convenient to use a special vertical coordinate, called
the sigma coordinate, in which the surface of the earth is a coordinate surface.

Because the average rotation rate of the earth is itself observed to be very close to
constant, the atmosphere must also on the average conserve its angular momentum.
The atmosphere gains angular momentum from the earth in the tropics where the
surface winds are easterly (i.e., where the angular momentum of the atmosphere is
less than that of the earth) and gives up angular momentum to the earth in middle
latitudes where the surface winds are westerly. Thus, there must be a net poleward
transport of angular momentum within the atmosphere; otherwise the torque due
to surface friction would decelerate both easterlies and westerlies. Furthermore,
the angular momentum given by the earth to the atmosphere in the belt of easterlies
must just balance the angular momentum given up to the earth in the westerlies if
the global angular momentum of the atmosphere is to remain constant.

In the equatorial regions the poleward angular momentum transport is divided
between the advection of absolute angular momentum by the poleward flow in
the axially symmetric Hadley circulation and transport by eddies. In midlatitudes,
however, it is primarily the eddy motions that transport momentum poleward, and
the angular momentum budget of the atmosphere must be qualitatively as shown
in Fig. 10.10.

As Fig. 10.10 suggests, there is a maximum poleward flux of angular momentum
atabout 30° latitude and a maximum horizontal flux convergence at about 45°. This
maximum in the flux convergence is a reflection of the strong energy conversion in
upper-level westerlies and is the mechanism whereby the atmosphere can maintain

Eddy flux
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Fig. 10.10 Schematic mean angular momentum budget for the atmosphere—earth system.
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a positive zonal wind in the middle latitudes despite the momentum lost to the
surface.

It is convenient to analyze the momentum budget in terms of absolute angular
momentum. The absolute angular momentum per unit mass of atmosphere is

M = (Qacos¢ + u)acos e

where as before a is the radius of the earth. The crucial role of zonal eddy drag in
maintaining the observed latitudinal profile of the mean zonal wind can be seen
by evaluating the mean zonal velocity that would arise if a zonal ring of air at
rest on the equator were to be displaced poleward conserving M. In that case
u(¢p) = Qasin’ ¢ / cos ¢, so that in an angular momentum-conserving Hadley
circulation, u# ~ 130 ms~! at 30° latitude, which is far greater than is observed.

Clearly, the absolute angular momentum must decrease as air parcels are advected
poleward in the Hadley circulation. The absolute angular momentum of an indi-
vidual air parcel can be changed only by torques caused by the zonal pressure
gradient and eddy stresses. In isobaric coordinates, Newton’s second law in its
angular momentum form is thus

DM
Dt

od 0Ty
= —acos¢ ™ +g op (10.27)

where 77, is the zonal component of the vertical eddy stress, and it is assumed that
horizontal eddy stresses are negligible compared to the vertical eddy stress.

10.3.1 Sigma Coordinates

Inneither the isobaric nor the log-pressure coordinate system does the lower bound-
ary exactly coincide with a coordinate surface. In analytical studies it is usual to
assume that the lower boundary can be approximated as a constant pressure surface
and to apply the approximate condition

w (ps) =~ —pogw (20)

as the lower boundary condition. Here we have assumed that the height of the
ground z is coincident with the pressure surface ps (where py is usually set equal
to 1000 hPa). These assumptions are of course not strictly valid even when the
ground is level. Pressure does change at the ground, but, more importantly, the
height of the ground generally varies so that even if the pressure tendency were
zero everywhere, the lower boundary condition should not be applied at a constant
ps- Rather, we should set p; = p,(x, y). Itis very inconvenient for mathematical
analysis, however, to have a boundary condition that must be applied at a surface
that is a function of the horizontal variables.
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This problem can be overcome by defining a vertical coordinate that is propor-
tional to pressure normalized by the surface pressure. The most common form of
this coordinate is the sigma coordinate, defined as o = p/ ps, where ps(x, y,t)
is the pressure at the surface. Thus, o is a nondimensional-independent vertical
coordinate that decreases upward from a value of o = 1 at the ground to o = 0 at
the top of the atmosphere. In sigma coordinates the lower boundary condition will
always apply exactly at o = 1. Furthermore, the vertical o velocity defined by

6 = Do /Dt

will always be zero at the ground even in the presence of sloping terrain. Thus, the
lower boundary condition in the o system is merely

c=0ato =1

To transform the dynamical equations from the isobaric system to the o system
we first transform the pressure gradient force in a manner analogous to that shown
in Section 1.6.3. Applying (1.28) with p replaced by &, s replaced by o, and z
replaced by p, we find that

(0@ fox), = (9% /dx) ,+ 0 (3Inps /3x) (30 [o0) (10.28)

Because any other variable will transform in an analogous way, we can write
the general transformation as

Vp():Vg()—UVInpsa()/aa (10.29)
Applying the transformation (10.29) to the momentum equation (3.2), we get

DV oo
—+ fkxV=-Vd+0oVIn p,— (10.30)
Dt Lo

where V is now applied holding o constant, and the total differential is

b 9 +VeV+o 0 (10.31)
- = — . o— .
Dt ot Jdo

The equation of continuity can be transformed to the o system by first using
(10.29) to express the divergence of the horizontal wind as

V,sV=V,+V—0(Vinp,) +dV /o0 (10.32)

To transform the term dw/dp we first note that since p; does not depend on o

a a

op  d(aps)  psdo
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Thus, the continuity equation (3.5) can be written as
Ds (V,,-V)+3a)/80 =0 (10.33)
Now the sigma vertical velocity can be written as

0 0 d
ot P ap Ps 3[ s

Differentiating the above with respect to o, eliminating dw / do with (10.33), and
rearranging yields the transformed continuity equation
0 ileg
TV (pV) 4 pys =0 (10.34)
With the aid of the equation of state and Poisson’s equation (2.44) the hydrostatic
approximation can be written in the sigma system as

Jd RT RO
_=__=__(p/po) (10.35)

ao o
where pg = 1000 hPa.
Expanding the total derivative in (2.46), we may write the thermodynamic energy
equation for sigma coordinates as

20 00 Jo
Coiveve+o =22 10.36
T % T o, T (10-36)

10.3.2 The Zonal-Mean Angular Momentum

We now transform the angular momentum equation (10.27) into sigma coordinates
with the aid of (10.28) and (10.35) to yield

9 9 RT 9 97
VeV +6-L )M =—acos —+— Ps L £ (1037)
ot ao ox Ds 0x ps 00

Multiplying the continuity equation (10.34) by M and adding the result to (10.37)
multiplied by py we obtain the flux form of the angular momentum equation:'

a(psM d (psMo
(gst ) Ve (psMV) — (pg o)
o
9D aps oty (10.38)
—acos¢ psa+RT ™ — gacos¢ py

Iyt may be shown (Problem 10.2) that in sigma coordinates the mass element pgdxd ydz takes the
form — g*l psdxdydo. Thus, pg in sigma space plays a role similar to density in physical space.
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To obtain the zonal-mean angular momentum budget, we must average (10.38) in
longitude. Using the spherical coordinate expansion for the horizontal divergence
as given in Appendix C, we have

Ve (psMV) =

d (psMu) n d (psMv cos ¢)} (10.39)

acos¢ |: dA Lo}

We also observe that the bracketed term on the right in (10.38) can be rewritten as

0 d
ps— (@ — RT)+ — (psRT) (10.40)
ox ox
However, with the aid of the hydrostatic equation (10.35) we can write
(®—RT)=®+03® /30 =03 (0®) /oo

Thus, recalling that py does not depend on o, we obtain

9D 9 9 ad\ 9
e+ RTE | L (o =) + L (psRT) (10.41)
0x 0x Lo 0x 0x

Substituting from (10.39) and (10.41) into (10.38) and taking the zonal average
gives

d(psM) 1 @ —
ot __c03¢@(pstcosq>)

(10.42)
Jdo 0x ]

0 | —— — d
— — | psMc + gacos¢ (rE) + (acos @) ops—

The terms on the right in (10.42) represent the convergence of the horizontal flux of
angular momentum and the convergence of the vertical flux of angular momentum,
respectively.

Integrating (10.42) vertically from the surface of the earth (o = 1) to the top of
the atmosphere (o = 0), and recalling that ¢ = 0 for 0 = 0, 1 we have

1 9 Ly
/ g ' —psMdo = — (gcos¢) ™! / — (psMvcos¢)do
o - o 0 0y (10.43)

—acos¢ [(@)021 + psoh /ax]

where 4 (x, y) = g~ '®(x, y, 1) is the height of the lower boundary (o = 1), and
we have assumed that the eddy stress vanishes at o = 0.
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Equation (10.43) expresses the angular momentum budget for a zonal ring of air
of unit meridional width, extending from the ground to the top of the atmosphere.
In the long-term mean the three terms on the right, representing the convergence of
the meridional flux of angular momentum, the torque due to small scale turbulent
fluxes at the surface, and the surface pressure torque, must balance. In the sigma
coordinate system the surface pressure torque takes the particularly simple form

— psoh / dx . Thus, the pressure torque acts to transfer angular momentum from
the atmosphere to the ground, provided that the surface pressure and the slope
of the ground (9//9x) are correlated positively. Observations indicate that this is
generally the case in middle latitudes because there is a slight tendency for the
surface pressure to be higher on the western sides of mountains than on the east-
ern sides (see Fig. 4.9). In midlatitudes of the Northern Hemisphere the surface
pressure torque provides nearly one-half of the total atmosphere—surface momen-
tum exchange; but in the tropics and the Southern Hemisphere the exchange is
dominated by turbulent eddy stresses.

The role of eddy motions in providing the meridional angular momentum trans-
port necessary to balance the surface angular momentum sinks can be elucidated
best if we divide the flow into zonal-mean and eddy components by letting

M=M+M = (Qacos¢+u+u')acosg
psv = (psv) + (psv)

where primes indicate deviations from the zonal mean. Thus, the meridional flux
becomes

(ps Mv) = [Qa CoOsSpps v+ ups v+ u' (ps v)/] acos¢ (10.44)

The three meridional flux terms on the right in this expression are called the merid-
ional Q-momentum flux, the meridional drift, and the meridional eddy momentum
flux, respectively.

The drift term is important in the tropics, but in midlatitudes it is small compared
to the eddy flux and can be neglected in an approximate treatment. Furthermore,
we can show that the meridional 2-momentum flux does not contribute to the
vertically integrated flux. Averaging the continuity equation (10.34) zonally and
integrating vertically, we obtain

s
o1

9 1
= — (cos<;§)_1 8_/ Psv cos pdo (10.45)
Y Jo

Thus, for time-averaged flow [where the left-hand side of (10.45) vanishes] there
is no net mass flow across latitude circles. The vertically integrated meridional
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angular momentum flux is therefore given approximately by

1 1 1 _
/ psMvdo ~ / u' (psv) acospdo ~ f acosppu'v'do (10.46)
0 0 0

where we have assumed that the fractional change in py is small compared to the
change in v’ so that (pyv)’ &~ p,v’. The angular momentum flux is thus proportional
to the negative of the meridional component of the EP flux given in (10.20).

In the Northern Hemisphere, as shown in Fig. 10.6, the eddy momentum flux in
midlatitudes is positive and decreases in magnitude with latitude poleward of 30°.
For quasi-geostrophic flow positive eddy momentum flux requires that the eddies
be asymmetric in the horizontal plane with the trough and ridge axes tilting as
indicated in Fig. 10.11. When the troughs and ridges on the average have southwest
to northeast phase tilt, the zonal flow will be larger than average (u' > 0) where
the meridional flow is poleward (v’ > 0) and less than average (1’ < 0) where the
flow is equatorward. Thus, #/v’ > 0 and the eddies will systematically transport
positive zonal momentum poleward.

As shown in (10.42) the total vertical momentum flux consists of the flux
due to large-scale motions p;,M& ~ Qa cos ¢ py&, the flux due to the pressure

torque, (a cos ¢) o ps0P / dx, and the flux due to small-scale turbulent stresses,

ga cos q&g. As mentioned previously, the last two are responsible for the transfer
of momentum from the earth to the atmosphere in the tropics and from the atmo-
sphere to the earth in midlatitudes. Outside the planetary boundary layer, however,
the vertical momentum transport in the troposphere is due primarily to the vertical
Q-momentum flux, Qa cos ¢ pso.

An estimate of the annual average of the zonal-mean total surface torque is
shown in Fig. 10.12. The total surface torque must be balanced by poleward fluxes
of angular momentum in the atmosphere. Except for the belt within 10° of the
equator, almost all of the poleward flux is accounted for by the eddy flux term
given on the right-hand side of (10.46). Thus, the momentum budget and the
energy cycle both depend critically on the transports by the eddies.

/
/

<
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Fig. 10.11 Schematic streamlines for a positive eddy momentum flux.
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Fig. 10.12 Latitudinal profile of the annual mean eastward torque (surface friction plus mountain
torque) exerted on the atmosphere in units of 1018 m?2 kg 572, (Adapted from Oort and
Peixoto, 1983.)

104 THE LORENZ ENERGY CYCLE

The previous section discussed the interaction between zonally averaged flow and
longitudinally varying eddy motions in terms of the angular momentum balance.
It is also useful to examine the exchange of energy between the eddies and the
mean flow. As in Section 10.2, we limit the analysis to quasi-geostrophic flow on
a midlatitude § plane. Eulerian mean equations in log-pressure coordinates can
then be written as

0w [or — fov = —0 (wv') oy + X (10.47)
fou = —3® [ay (10.48)
d (o) _ 5 k— 3 [ 00
——)+oN’=—=T—-— v (10.49)
at \ 9z H ay a9z
39 /3y + py 9 (pow) [9z =0 (10.50)

Here we have used the hydrostatic approximation in (10.3) to express the temper-
ature in (10.49) in terms of the differential geopotential thickness, and we have
again neglected vertical eddy fluxes and advection by the mean meridional circu-
lation in (10.47) and (10.49). We have, however, included a turbulent drag force,
X, in (10.47), as dissipation by unresolved turbulent eddies is an essential element
in the energy balance.
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In order to analyze the exchange of energy between mean flow and eddies, we
require a similar set of dynamical equations for the eddy motion. For simplicity

we assume that the eddies satisfy the following linearized set of equations? :

<3+gi>u/_(f_a_ﬁ>v/:_aq’ Y (10.51)

ot ox ay ax
a _9 , , Lol ,
— — =— Y 10.52
(at+uax)v + fou 8y+ ( )
d 7 9\ a9’ L L) 4 N2 kJ' (10.53)
—_ u— w = — .
at dx ) 0z ay 3z H

ou’ v 1 9 (pow
v L) (10.54)
ax ay  po 0z

where X" and Y’ are the zonally varying components of drag due to unresolved
turbulent motions.

We now define a global average

oco D L
A~ I/f/()dxdydz
00 0

where L is the distance around a latitude circle, D is the meridional extent of the
midlatitude § plane, and 4 designates the total horizontal area of the 8 plane. Then
for any quantity W

(ow /ox)=0
(8\11 /8y> =0, if ¥ vanishesat y==+D
(3\11 /82) 0, if ¥ vanishesatz=0and z — oo

An equation for the evolution of the mean flow kinetic energy can then be
obtained by multiplying (10.47) by pou and (10.48) by pov and adding the results
to get

d (u? IP 3 ( . ,>+ <
— | = =—pov— — pou— (uv u
vl POV~ Pl P0

5, v a, —awm _—
=—— (pov®) + po®— — — (pguu’z)’) + pou'v' — + pou X
dy dy 9y dy

2 A similar analysis can be carried out for the nonlinear case.
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Integrating over the entire volume we get

d [ pou* _ 07 —ou —
— = d— "y — X 10.55
dt< > +{ 00 oy +{ pou'v oy + (pouX) ( )

where we have assumed that 7 = 0 and ¥’v/ = 0 for y = +D. Terms on the
right-hand side in (10.55) can be interpreted as the work done by the zonal-mean
pressure force, the conversion of eddy kinetic energy to zonal-mean kinetic energy,
and dissipation by the zonal-mean eddy stress. Alternatively, the first term on the
right can be rewritten with the aid of the continuity equation to yield

535 6apow ) R( o7
-y = _ = w— )= — w
£0 oy oy PO —— 77 \P0

where we have assumed that pow = 0 at z = 0, and z — o0. Thus, averaged
over the whole domain the pressure work term is proportional to the correlation
between the zonal-mean vertical mass flux ppw and the zonal-mean temperature
(or thickness). This term will be positive if on the average warm air is rising and
cold air sinking, that is, if there is a conversion from potential to kinetic energy.

Section 8.3.1 showed that in the quasi-geostrophic system the available potential
energy is proportional to the square of the deviation of temperature from a standard
atmosphere profile divided by the static stability. In terms of differential thickness
the zonal-mean available potential energy is defined as

—\ 2

— 1
5_L[p (3P
2\ N2\ 9z

Multiplying (10.49) through by pg (85 / 82) /N? and averaging over space gives

—\2 _ - —
d | po (0D . _0d n pokJ [ 0D
ar\2n2\ oz ) | =\ %z | T\ N2l \ oz
B (10.56)
[ miwa (5w
N2 9z 9y dz

The first term on the right is just equal and opposite to the first term on the right
in (10.55), which confirms that this term represents a conversion between zonal-
mean kinetic and potential energies. The second term involves the correlation
between temperature and diabatic heating; it expresses the generation of zonal-
mean potential energy by diabatic processes. The final term, which involves the
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meridional eddy heat flux, expresses the conversion between zonal-mean and eddy
potential energy.

That the second term on the right in (10.55) and the final term in (10.56) represent
conversion between zonal-mean and eddy energies can be confirmed by performing
analogous operations on the eddy equations (10.51)-(10.53) to obtain equations
for the eddy kinetic and available potential energies:

d [ u?+v? e (P
dt n 2 N n ox ay

(10.57)
— u —
—_ Ty / 7 1y’
<,00uv ay>+<,00(uX +vY)>
d [ po (89\*\ L3 N pok J'AD’ [z
di \2n2\ oz ) | T T\ s NZH
(10.58)

po [ %P 09
- — v
N2\ 3zdy a9z

If we set w’ = 0 at z = 0, the first term on the right in (10.57) can be rewritten
using the continuity equation (10.54) as

o (W) - 2w\ [ (&)
o ax ay N 0z —\” 0z
which is equal to minus the first term on the right in (10.58). Thus, this term
expresses the conversion between eddy kinetic and eddy potential energy for the
Eulerian mean formulation. Similarly, the last term in (10.58) is equal to minus the
last term in (10.56), and thus represents conversion between eddy and zonal-mean
available potential energy.

The Lorenz energy cycle can be expressed compactly by defining zonal-mean
and eddy kinetic and available potential energies:

—2 2 4 a2
— u u<+v
K= —), K'= —)>
<p02> <po . >
—\ 2 PN
— 1/ pg (0D , 1 [ po (0P
P=-(—=|— , PP=—-—{(—=(—
2\ N2\ oz 2\ N2\ oz

the energy transformations

[P-K] = <powaa_5>’ K= <p0@>

z
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_ —ou — po 0D 9D
! o = 1yl [ =( =y
[K'+ K] _<,00uv ay>’ [P« P] _<N2v . 8y82>

and the sources and sinks
— po kJ D , 0o kJ' D’
R={—-——), R={———),
N2 H 3z N2 H 3z

= <,ooﬁ)—(), ¢ = <p0 (u’X/ + v/Y/)>

Equations (10.55)—(10.58) can then be expressed in the simple form

dK/dt = [P+K]|+ K «K]+E (10.59)
dP/dt = —[P+K]|+ [P «P]+R (10.60)
dK'/dt =[P «K'| = [K' « K]+ ¢ (10.61)
dP'/dt = —[P'«K'| — [P« P]+ R’ (10.62)

Here [A4 » B] designates conversion from energy form 4 to form B.
Adding (10.59)-(10.62), we obtain an equation for the rate of change of total
energy (kinetic plus available potential):

d(K+K'+P+P)/dt=R+R +5+¢ (10.63)

For adiabatic inviscid flow the right side vanishes and the total energy K + K’ +
P+ P'is conserved. In this system the zonal-mean kinetic energy does not include
a contribution from the mean meridional flow because the zonally averaged merid-
ional momentum equation was replaced by the geostrophic approximation. (Like-
wise, use of the hydrostatic approximation means that neither the mean nor the
eddy vertical motion is included in the total kinetic energy.) Thus, the quantities
that are included in the total energy depend on the particular model used. For
any model the definitions of energy must be consistent with the approximations
employed.

In the long-term mean the left side of (10.63) must vanish. Thus, the production
of available potential energy by zonal-mean and eddy diabatic processes must
balance the mean plus eddy kinetic energy dissipation:

R+R =-z8-¢ (10.64)

Because solar radiative heating is a maximum in the tropics, where the temperatures
are high, it is clear that R, the generation of zonal-mean potential energy by the
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zonal-mean heating, will be positive. For a dry atmosphere in which eddy diabatic
processes are limited to radiation and diffusion R’, the diabatic production of
eddy available potential energy should be negative because the thermal radiation
emitted to space from the atmosphere increases with increasing temperature and
thus tends to reduce horizontal temperature contrasts in the atmosphere. For the
earth’s atmosphere, however, the presence of clouds and precipitation greatly alters
the distribution of R’. Present estimates (see Fig. 10.13) suggest that in the Northern
Hemisphere R’ is positive and nearly half as large as R. Thus, diabatic heating
generates both zonal-mean and eddy available potential energy.

The equations (10.59)—(10.62) together provide a complete description of the
quasi-geostrophic energy cycle from the conventional Eulerian mean point of view.
The content of these equations is summarized by means of the four-box diagram of
Fig. 10.13. In this diagram the squares represent reservoirs of energy and the arrows
indicate sources, sinks, and conversions. The observed direction of the conversion
terms in the troposphere for the Northern Hemisphere annual mean is indicated by
arrows. It should be emphasized that the direction of the various conversions cannot
be theoretically deduced by reference to the energy equations alone. It also should
be emphasized that the conversion terms given here are a result of the particular
type of zonal average model used. The analogous energy equations for the TEM
equations have rather different conversions. Thus, the energy transformations given
in the present analysis should not be regarded as fundamental properties of the
atmosphere, but rather as properties of the Eulerian mean system.

Nevertheless, because the conventional Eulerian mean model is generally used
as a basis for the study of baroclinic waves, the four-box energy diagram presented

R K’

O?I‘— 3.6 {Rog}_—— 88 _’l.tsl

Fig. 10.13 The observed mean energy cycle for the Northern Hemisphere. Numbers in squares are
energy amounts in units of 107 Jm~2. Numbers next to arrows are energy transformation
rates in units of W m™2. B(p) represents a net energy flux into the Southern Hemisphere.
Other symbols are defined in the text. (Adapted from Oort and Peixoto, 1974.)
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here does provide a useful framework for considering the role of weather distur-
bances in maintenance of the general circulation. The observed energy cycle as
summarized in Fig. 10.13 suggests the following qualitative picture:

1. The zonal-mean diabatic heating generates mean zonal available potential
energy through a net heating of the tropics and cooling of the polar regions.

2. Baroclinic eddies transport warm air poleward, cold air equatorward, and
transform the mean available potential energy to eddy available potential
energy.

3. At the same time eddy available potential energy is transformed into eddy
kinetic energy by the vertical motions in the eddies.

4. The zonal kinetic energy is maintained primarily by the conversions from
eddy kinetic energy due to the correlation u’v’. This is discussed further in
the next section.

5. The energy is dissipated by surface and internal friction in the eddies and
mean flow.

In summary, the observed atmospheric energy cycle as given by the Eulerian
mean formulation is consistent with the notion that baroclinically unstable eddies
are the primary disturbances responsible for the energy exchange in midlatitudes.
Itis through the eddy motions that the kinetic energy lost through turbulent stresses
is replaced, and it is the eddies that are primarily responsible for the poleward heat
transport to balance the radiation deficit in the polar regions. In addition to transient
baroclinic eddies, forced stationary orographic waves and free Rossby waves may
also contribute substantially to the poleward heat flux. The direct conversion of
mean available potential energy to mean kinetic energy by symmetric overturning
is, however, small and negative in middle latitudes, but positive in the tropics where
it plays an important role in the maintenance of the mean Hadley circulation.

10.5 LONGITUDINALLY DEPENDENT TIME-AVERAGED FLOW

So far in this chapter we have concentrated on the zonally averaged component
of the general circulation. For a planet with a longitudinally uniform surface the
flow averaged over a season should be completely characterized by the zonally
averaged component of the circulation since for such a hypothetical planet the
statistics of zonally asymmetric transient eddies (i.e., weather disturbances) should
be independent of longitude. On the earth, however, large-scale topography and
continent—ocean heating contrasts provide strong forcing for longitudinally asym-
metric planetary scale time-mean motions. Such motions, usually referred to as
stationary waves, are especially strong in the Northern Hemisphere during the
winter season.

Observations indicate that tropospheric stationary waves generally tend to have
an equivalent barotropic structure; that is, wave amplitude generally increases
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with height, but phase lines tend to be vertical. Although nonlinear processes
may be significant in the formation and maintenance of stationary waves, the
climatological stationary wave pattern can to a first approximation be described
in terms of forced barotropic Rossby waves. When superposed on zonal-mean
circulation, such waves produce local regions of enhanced and diminished time
mean westerly winds, which strongly influence the development and propagation
of transient weather disturbances. They thus represent essential features of the
climatological flow.

10.5.1 Stationary Rossby Waves

The most significant of the time mean zonally asymmetric circulation features is
the pattern of stationary planetary waves excited in the Northern Hemisphere by
the flow over the Himalayas and the Rockies. It was shown in Section 7.7.2 that the
quasi-stationary wave pattern along 45° latitude could be accounted for to a first
approximation as the forced wave response when mean westerlies impinge on the
large-scale topography. More detailed analysis suggests that zonally asymmetric
heat sources also contribute to the forcing of the climatological stationary wave
pattern. Some controversy remains, however, concerning the relative importance
of heating and orography in forcing the observed stationary wave pattern. The
two processes are difficult to separate because the pattern of diabatic heating is
influenced by orography.

The discussion of topographic Rossby waves in Section 7.7.2 used a S-plane
channel model in which it was assumed that wave propagation was parallel to lati-
tude circles. In reality, however, large-scale topographic features and heat sources
are confined in latitude as well as longitude, and the stationary waves excited by
such forcing may propagate energy meridionally as well as zonally. For a quanti-
tatively accurate analysis of the barotropic Rossby wave response to a local source
it is necessary to utilize the barotropic vorticity equation in spherical coordinates
and to include the latitudinal dependence of the mean zonal wind. The mathemat-
ical analysis for such a situation is beyond the scope of this book. It is possible,
however, to obtain a qualitative notion of the nature of the wave propagation for
this case by generalizing the S-plane analysis of Section 7.7. Thus, rather than
assuming that propagation is limited to a channel of specified width, we assume
that the S plane extends to plus and minus infinity in the meridional direction and
that Rossby waves can propagate both northward and southward without reflection
from artificial walls.

The free barotropic Rossby wave solution then has the form of (7.90) and satisfies
the dispersion relation of (7.91) where / is the meridional wave number, which is
now allowed to vary. From (7.93) it is clear that for a specified zonal wave number,
k, the free solution is stationary for / given by

1> =B/u—k* (10.65)
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Thus, for example, westerly flow over an isolated mountain that primarily excites
aresponse at a given k will produce stationary waves with both positive and negative
[ satisfying (10.65). As remarked in Section 7.7.1, although Rossby wave phase
propagation relative to the mean wind is always westward, this is not true of the
group velocity. From (7.91) we readily find that the x and y components of group
velocity are

I Gl 10.66
ok T ey (100
v _ 2Bk (10.67)

Cor = al (kz +12)2

For stationary waves, these may be expressed alternatively with the aid of (10.65) as

2uk? 2ukl (10.68)
c ———, Cgp = .
“SlEvn) O @)

The group velocity vector for stationary Rossby waves is perpendicular to the
wave crests. It always has an eastward zonal component and a northward or south-
ward meridional component depending on whether / is positive or negative. The
magnitude is given by

|eg| = 2w cosa (10.69)

(see Problem 10.9). Here, as shown in Fig. 10.14 for the case of positive /, « is the
angle between lines of constant phase and the y axis.

Because energy propagates at the group velocity, (10.68) indicates that the sta-
tionary wave response to a localized topographic feature should consist of two
wave trains, one with / > 0 extending eastward and northward and the other with
I < 0 extending eastward and southward. An example computed using spherical
geometry is given in Fig. 10.15. Although the positions of individual troughs and
ridges remain fixed for stationary waves, the wave trains in this example do not
decay in time, as the effects of dissipation are counteracted by energy propagation
from the source at the Rossby wave group velocity.

For the climatological stationary wave distribution in the atmosphere the exci-
tation comes from a number of sources, both topographic and thermal, distributed
around the globe. Thus, it is not easy to trace out distinct paths of wave propa-
gation. Nevertheless, detailed calculations using spherical geometry suggest that
two-dimensional barotropic Rossby wave propagation provides a reasonable first
approximation for the observed departure of the extratropical time-mean flow from
zonal symmetry.

Rossby waves excited by isolated orographic features also play a significant role
in the momentum budget. Letting the amplitude coefficient W be real in (7.90), the
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Fig. 10.14 Stationary plane Rossby wave in a westerly flow. Ridges (solid lines) and troughs (dashed

lines) are oriented at an angle « to the y axis, and the group velocity relative to the

ground, ¢g, is oriented at an angle « to the x axis. The wavelength is 2 77/ K. (Adapted
from Hoskins, 1983.)

meridional momentum flux can be expressed as

W' = —(3y’ fox) 0y [oy) = —¥?ki /2

From (10.68) it is then verified readily that if u > 0,

]
cgy > 0 implies uv' < 0

L =
cgy < 0 implies u’v' > 0

Thus, westerly momentum converges into the wave source region (where the energy
flux is divergent). This eddy momentum flux convergence is necessary to balance

the momentum lost to the surface through the pressure torque mechanism discussed
in Section 10.3.

Fig. 10.15

The vorticity pattern generated on a sphere when a constant angular velocity westerly flow

impinges on a circular forcing centered at 30°N and 45°W of the central point. Left to
right, the response at 2, 4, and 6 days after switch on of the forcing. Five contour intervals
correspond to the maximum vorticity response that would occur in 1 day if there were
no wave propagation. Heavy lines correspond to zero contours. The pattern is drawn on
a projection in which the sphere is viewed from infinity. (After Hoskins, 1983.)
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10.5.2 Jetstream and Storm Tracks

When the longitudinally asymmetric geopotential anomalies associated with sta-
tionary waves are added to the zonal-mean geopotential distribution, the resulting
time mean field includes local regions of enhanced meridional geopotential gradi-
ent that are manifested in the wind field of the Northern Hemisphere by the Asian
and North American jetstreams. The existence of these two jets can be inferred
from the January mean 500-hPa geopotential height field shown in Fig. 6.3. Note
the strong meridional gradients in height associated with the troughs centered just
east of the Asian and North American continents (the same features can be seen in
annual mean charts, although with somewhat reduced intensity). The zonal flow
associated with these semipermanent troughs is illustrated in Fig. 6.2. In addition
to the two intense jet cores in the western Pacific and western Atlantic, there is a
third weaker jet centered over North Africa and the Middle East. Figure 6.2 shows
dramatically the large deviations from zonal symmetry in the jetstream structure.
In midlatitudes the zonal wind speed varies by nearly a factor of three between
the core of the Asian jet and the low wind speed area in western North America.
Although, as was argued earlier, the climatological stationary wave distribution
on which the Asian and North American jets are superposed is apparently forced
primarily by orography, the structure of the jets also appears to be influenced
by continent—ocean heating contrasts. Thus, the strong vertical shear in Asian and
North American jets reflects a thermal wind balance consistent with the very strong
meridional temperature gradients that occur in winter near the eastern edges of the
Asian and North American continents due to the contrast between warm water
to the southeast and cold land to the northwest. A satisfactory description of the
jetstreams must account, however, not only for their thermal structure, but for the
westerly acceleration that air parcels must experience as they enter the jet, and
the deceleration as they leave the jet core.

To understand the momentum budget in the jetstreams and its relationship to
the observed distribution of weather, we consider the zonal component of the
momentum equation, which (if we neglect the 8 effect) may be written in the form
of (6.38):

Detts _ fo(v—1g) = fova (10.70)
Dt

where v, is the meridional component of the ageostrophic wind. This equation indi-
cates that the westerly acceleration (Dug/Dt) > 0) that air parcels experience as
they enter the jet can only be provided by a poleward ageostrophic wind compo-
nent (v, > 0), and conversely, the easterly acceleration that air parcels experience
as they leave the jet requires an equatorward ageostrophic motion. This meridional
flow, together with its accompanying vertical circulation, is illustrated in Fig. 10.16.
Note that this secondary circulation is thermally direct upstream of the jet core. A
magnitude of v, ~ 2—3 ms™! is required to account for the observed zonal wind



348 10 THE GENERAL CIRCULATION

300 -
500 cold
Lower, Higher

1000 _sea-level pressure  Weak surface winds sea-level pressure

(b)

Pressure (hPa)

Strong convergence

3001 :> of eddy flux of Q:

westerly momentum

500

Strong eddy

oty E—

Subtropical Oceanlc
1000F_ hi Strong westerly surface winds lows
L 1 | |
30j 40j 50i 60;j

Latitude

Fig. 10.16 Meridional cross sections showing the relationship between the time mean secondary
meridional circulation (continuous thin lines with arrows) and the jet stream (denoted
by J) at locations (a) upstream and (b) downstream from the jet stream cores. (After
Blackmon et al., 1977. Reproduced with permission of the American Meteorological
Society.)

acceleration. This is an order of magnitude stronger than the zonal-mean indirect
cell (Ferrel cell) that prevails in midlatitudes. Downstream of the jet core, however,
the secondary circulation is thermally indirect, but much stronger than the zonally
averaged Ferrel cell. It is interesting to note that the vertical motion pattern on the
poleward (cyclonic shear) side of the jet is similar to that associated with deep
transient baroclinic eddies in the sense that subsidence occurs to the west of the
stationary trough associated with the jet, and ascent occurs east of the trough (see,
e.g., Fig. 6.12).

Because the growth rate of baroclinically unstable synoptic scale disturbances
is proportional to the strength of the basic state thermal wind, it is not surprising
that the Pacific and Atlantic jet streams are important source regions for storm
development. Typically, transient baroclinic waves develop in the jet entrance
region, grow as they are advected downstream, and decay in the jet exit region. The
role of these transient eddies in maintenance of the jetstream structure is rather
complex. Transient eddy heat fluxes, which are strong and poleward in the storm
tracks, appear to act to weaken the climatological jets. The transient eddy vorticity
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flux in the upper troposphere, however, appears to act to maintain the jet structure.
In both cases the secondary ageostrophic circulation associated with the jet tends
to partly balance the influence of the transient eddy fluxes in order to maintain the
mean thermal and momentum balances.

10.6 LOW-FREQUENCY VARIABILITY

An understanding of the general circulation requires consideration not only of
the zonal-mean and stationary wave components and their variations with the
annual cycle, but also of irregular variability on time scales longer than that of
individual transient eddies. The term low-frequency variability is generally used
to describe such components of the general circulation. The observed spectrum of
low-frequency variability ranges from weather anomalies lasting only 7-10 days
to interannual variability on the scale of several years (see Section 11.1.6).

One possible cause of atmospheric low-frequency variability is forcing due to
anomalies in sea surface temperature (SST), which themselves arise from coherent
air—sea interaction. Because of the large thermal inertia of the oceanic surface
mixed layer, such anomalies tend to have time scales much longer than those
associated with subseasonal variations in the atmosphere; they are thought to be
of greatest significance on the seasonal and interannual time scales.

Itis believed, however, that substantial variability on subseasonal timescales can
arise in midlatitudes in the absence of anomalous SST forcing as a result of internal
nonlinear atmospheric dynamics, although SST anomalies may tend to favor the
occurrence of certain types of variations. One example of internally generated low-
frequency variability is the forcing of large-scale anomalies by potential vorticity
fluxes of high-frequency transient waves. This process appears to be important
in the maintenance of high-amplitude quasi-stationary wave disturbances called
blocking patterns. Some types of blocking may also be related to special nonlinear
wave patterns called solitary waves, in which damping by Rossby wave dispersion
is balanced by intensification due to nonlinear advection. Although most internal
mechanisms involve nonlinearity, there is some evidence that the longitudinally
dependent time-mean flow may be unstable to linear barotropic normal modes that
are stationary in space, but oscillate in time at low frequencies. Such modes, which
are global in scale, may be responsible for some observed teleconnection patterns.

10.6.1 Climate Regimes

Ithas long been observed that extratropical circulation appears to alternate between
a so-called high-index state, corresponding to a circulation with strong zonal flow
and weak waves, and a “low-index” state with weak zonal flow and high-amplitude
waves. This behavior suggests that more than one climate regime exists consistent
with a given external forcing and that the observed climate may switch back and
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forth between regimes in a chaotic fashion. Whether the high-index and low-index
states actually correspond to distinct quasi-stable atmospheric climate regimes
is a matter of controversy. The general notion of vacillation between two quasi-
stable flow regimes can, however, be demonstrated quite convincingly in laboratory
experiments. Such experiments are described briefly in Section 10.7.

The concept of climate regimes can also be demonstrated in a highly simpli-
fied model of the atmosphere developed by Charney and DeVore (1979). They
examined the equilibrium mean states that can result when a damped topographic
Rossby wave interacts with the zonal-mean flow. Their model is an extension
of the topographic Rossby wave analysis given in Section 7.7.2. In this model
the wave disturbance is governed by (7.99), which is the linearized form of the
barotropic vorticity equation (7.94) with weak damping added. The zonal-mean
flow is governed by the barotropic momentum equation

ou _ _
vl —D@W)—«k@w—U,) (10.71)

where the first term on the right designates forcing by interaction between the waves
and the mean flow, and the second term represents a linear relaxation toward an
externally determined basic state flow, U,.

The zonal mean equation (10.71) can be obtained from (7.94) by dividing the
flow into zonal mean and eddy parts and taking the zonal average to get

5 () =5 (78) - 35, ()

which after integrating in y and adding the external forcing term yields (10.71) with
D @) = —vps, — (fo /H) vghr (10.72)

As shown in Problem 10.5, the eddy vorticity flux [the first term on the right in
(10.72)] is proportional to the divergence of the eddy momentum flux. The second
term, which is sometimes referred to as the form drag, is the equivalent in the
barotropic model of the surface pressure torque term in the angular momentum
balance equation (10.43).

If h7 and the eddy geostrophic streamfunction are assumed to consist of single
harmonic wave components in x and y, as given by (7.96) and (7.97), respec-
tively, the vorticity flux vanishes, and with the aid of (7.100) the form drag can be
expressed as

p@ =—(L\vnr = rk g hg cos? Ly (10.73)
H) ¢ T\ un? [(Kz_,(sz)2+gz] '
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where r is the spin-down rate due to boundary layer dissipation, ¢ is as defined
below (7.100), and K is the resonant stationary Rossby wave number defined
in (7.93).

It is clear from (10.73) that the form drag will have a strong maximum when
u=2, / K?, as shown schematically in Fig. 10.17. The last term on the right in
(10.71), however, will decrease linearly as  increases. Thus, for suitable param-
eters there will be three values of u (labeled A, B, and C in Fig. 10.17) for which
the wave drag just balances the external forcing so that steady-state solutions may
exist. By perturbing the solution about the points A, B, and C, it is shown easily
(Problem 10.12) that point B corresponds to an unstable equilibrium, whereas the
equilibria at points A and C are stable. Solution A corresponds to a low-index
equilibrium, with high-amplitude waves analogous to a blocking regime. Solution
C corresponds to a high-index equilibrium with strong zonal flow and weak waves.
Thus, for this very simple model there are two possible “climates” associated with
the same forcing.

The Charney—DeVore model is a highly oversimplified model of the atmosphere.
Models that contain more degrees of freedom do not generally have multiple steady
solutions. Rather, there is a tendency for the (unsteady) solutions to cluster about
certain climate regimes and to shift between regimes in an unpredictable fashion.
Such behavior is characteristic of a wide range of nonlinear dynamical systems
and is popularly known as chaos (see Section 13.8).

Ue

U

Fig. 10.17 Schematic graphical solution for steady-state solutions of the Charney—DeVore model.
(Adapted from Held, 1983.)



352

10.6.2 Annular Modes
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If a second meridional mode is added to the Charney—DeVore model (see MAT-
LAB exercise M10.2), oscillatory solutions can be obtained that bear a qualita-
tive resemblance to the observed leading modes of variability in the extratropical
atmospheric circulation in both hemispheres. These observed modes, referred to as
annular modes, are characterized by geopotential anomalies of opposite signs in the
polar and midlatitude regions and corresponding mean zonal wind anomalies with
opposite signs equatorward and poleward of about 45° latitude (Fig. 10.18). The
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Fig. 10.18 (Top) Latitude-height cross sections showing typical amplitudes of annular mode anoma-
lies for mean-zonal wind (ordinate labels are pressure in hPa, contour interval 0.5 m 51 ).
(Bottom) Lower tropospheric geopotential height (contour interval 10 m). (Left) Southern
Hemisphere; (right) Northern Hemisphere. Phase shown corresponds to the high index
state (strong polar vortices). The low index state would have opposite signed anomalies.

(After Thompson and Wallace, 2000.)
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annular modes exist year round in the troposphere, but are strongest in the winter
when they extend well into the stratosphere, especially in the Northern Hemi-
sphere. The zonally symmetric mean-flow anomalies associated with the annular
modes are apparently maintained by anomalous eddy momentum fluxes, which are
themselves influenced by the zonally symmetric flow anomalies. Because these
modes have their greatest influence at high latitudes, the northern and southern
annular modes are sometimes referred to as the Arctic and Antarctic oscillations,
respectively; it should be stressed, however, that they are not periodic oscillations,
but rather represent two extremes of a broad distribution of climate states, with a
wide range of associated time scales.

There is some evidence for downward propagation of the wintertime annular
modes, suggesting that circulation changes in the stratosphere may precede annular
mode changes in the troposphere. Dynamical linkages between the stratosphere
and the troposphere are discussed further in Chapter 12.

10.6.3 Sea Surface Temperature Anomalies

Sea surface temperature anomalies influence the atmosphere through altering the
flux of latent and sensible heat from the ocean, and thus providing anomalous
heating patterns. The efficacy of such anomalies in exciting global scale responses
depends on their ability to generate Rossby waves. A thermal anomaly can generate
a Rossby wave response only by perturbing the vorticity field. This requires that
the thermal anomaly produces an anomalous vertical motion field, which in turn
produces anomalous vortex tube stretching.

For low-frequency disturbances the thermodynamic energy equation (10.5) may
be approximated as

VeVT +wN*HR™' ~ J/c, (10.74)

Thus, diabatic heating can be balanced by horizontal temperature advection or by
adiabatic cooling due to vertical motion. The ability of diabatic heating produced
by a sea surface temperature anomaly to generate Rossby waves depends on which
of these processes dominates. In the extratropics SST anomalies primarily generate
low-level heating, which is balanced mainly by horizontal temperature advection.
In the tropics, positive SST anomalies are associated with enhanced convection,
and the resulting diabatic heating is balanced by adiabatic cooling. Tropical anoma-
lies have their greatest effect in the Western Pacific where the average sea surface
temperature is very high so that even a small positive anomaly can generate large
increases in evaporation due to the exponential increase of saturation vapor pres-
sure with temperature. By continuity of mass the upward motion in cumulonimbus
convection requires convergence at low levels and divergence in the upper tropo-
sphere. The low-level convergence acts to sustain the convection by moistening
and destabilizing the environment, whereas the upper-level divergence generates
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Fig. 10.19 The Pacific North American (PNA) pattern of middle and upper tropospheric height
anomalies for Northern Hemisphere winter during an ENSO event in the tropical Pacific.
The region of enhanced tropical precipitation is shown by shading. Arrows depict a
500-hPa streamline for the anomaly conditions. H and L designate anomaly highs and
lows, respectively. The anomaly pattern propagates along a great circle path with an east-
ward component of group velocity, as predicted by stationary Rossby wave theory. (After
Horel and Wallace, 1981. Reproduced with permission of the American Meteorological
Society.)

a vorticity anomaly. If the mean flow is westerly in the region of upper level diver-
gence, the forced vorticity anomaly will form a stationary Rossby wave train. The
observed upper tropospheric height anomalies during the Northern Hemisphere
winter associated with such an anomaly [referred to as the Pacific North Amer-
ica Pattern (PNA)] are shown schematically in Fig. 10.19. The pattern strongly
suggests a train of stationary Rossby waves that emanates from the equatorial
source region and follows a great circle path, as predicted by barotropic Rossby
wave theory (Section 10.5.1). In this manner, tropical SST anomalies may gen-
erate low-frequency variability in the extratropics. It is possible that the effects
of SST anomalies and of internal variability are not completely independent. In
particular, it is more likely that the atmosphere will tend to preferentially reside
in those regimes whose anomalous flow is correlated with the pattern in Fig 10.19
than would be the case in the absence of SST anomalies.

10.7 LABORATORY SIMULATION OF THE GENERAL CIRCULATION
We have shown that the gross features of the general circulation outside the tropics

can be understood within the framework of the quasi-geostrophic system; the
observed zonal-mean circulation and the atmospheric energy cycle are both rather
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well described by quasi-geostrophic theory. The fact that the quasi-geostrophic
model, in which the spherical earth is replaced by the B plane, can successfully
model many of the essential features of the general circulation suggests that the
fundamental properties of the general circulation are not dependent on parameters
unique to a spherical planet, but may be common to all rotating differentially heated
fluids. That the conjecture is in fact correct can be demonstrated in the laboratory
with a rather simple apparatus.

In one group of experiments the apparatus consists of a cylindrical vessel that is
rotated about its vertical axis. The vessel is heated at its rim and cooled at its center.
These experiments are often referred to as dishpan experiments, as some of the
first experiments of this type utilized an ordinary dishpan. The fluid in the dishpan
experiments crudely represents one hemisphere in the atmosphere, with the rim
of the dishpan corresponding to the equator and the center to the pole. Because
the geometry is cylindrical rather than spherical, the g effect is not modeled for
baroclinic motions in this type of system.®> Thus the dishpan experiments omit
dynamical effects of the atmospheric meridional vorticity gradient as well as the
geometrical curvature terms, which were neglected in the quasi-geostrophic model.

For certain combinations of rotation and heating rates, the flow in the dishpan
appears to be axially symmetric with a steady azimuthal flow that is in thermal
wind equilibrium with the radial temperature gradient, and a superposed direct
meridional circulation with rising motion near the rim and sinking near the center.
This symmetric flow is usually called the Hadley regime, as the flow is essentially
that of a Hadley cell.

For other combinations of rotation and heating rates, however, the observed
flow is not symmetric. It consists, rather, of irregular wave-like fluctuations and
meandering zonal jets. In such experiments, velocity tracers on the surface of the
fluid reveal patterns very similar to those on midlatitude upper air weather charts,
whereas tracers near the lower boundary reveal structures similar to atmospheric
fronts. This type of flow is usually called the Rossby regime, although it should be
noted that the observed waves are not Rossby waves because there is no 8 effect
in the tank.

Experiments have also been carried out using an apparatus in which the fluid is
contained in the annular region between two coaxial cylinders of different radii.
In these annulus experiments, the walls of the inner and outer cylinders are held at
constant temperatures so that a precisely controlled temperature difference can be
maintained across the annular region. Very regular wave patterns can be obtained
for certain combinations of rotation and heating. In some cases the wave patterns
are steady, whereas in other cases they undergo regular periodic fluctuations called
vacillation cycles (see Fig. 10.20). As mentioned in the last section, vacillation

3 For barotropic motions the radial height gradient of the rotating fluid in the cylinder creates an
“equivalent” B effect (see Section 4.3).
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(a)

(c) (d)

Fig. 10.20 Time exposures showing the motion of surface tracer particles in a rotating annulus. The
four photographs illustrate various stages of a five-wave-tilted trough vacillation cycle.
The period of the vacillation cycle is 16.25 revolutions, and the photographs are at intervals
of four revolutions. (Photographs by Dave Fultz.)

is an example of internally generated low-frequency variability, which may be
analogous to some atmospheric climate variability.

In order to determine whether the annulus experiments are really valid ana-
logues of the atmospheric circulation or merely bear an accidental resemblance to
atmospheric flow, it is necessary to analyze the experiments quantitatively. Math-
ematical analysis of the experiments can proceed from essentially the same equa-
tions that are applied to the atmosphere, except that cylindrical geometry replaces
spherical geometry and temperature replaces potential temperature in the heat
equation. (Because water is nearly incompressible, adiabatic temperature changes
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are negligible following the motion.) In addition, the equation of state must be
replaced by an appropriate measure of the relationship between temperature and
density:

p=poll —e(T —To] (10.75)

where ¢ is the thermal expansion coefficient (¢ &~ 2 x 10~* K~! for water) and 00
is the density at the mean temperature 7.

Chapter 1 indicated that the character of the motion in a fluid is crucially depen-
dent on the characteristic scales of parameters such as velocity, pressure perturba-
tion, length, and time. In the laboratory the scales of these parameters are generally
many orders of magnitude different from their scales in nature. It is still possible,
however, to produce quasi-geostrophic motions in the laboratory provided that
the motions are slow enough so that the flow is approximately hydrostatic and
geostrophic. As shown in Section 2.4.2, the geostrophy of a flow does not depend
on the absolute value of the scaling parameters, but rather on a nondimensional
ratio of these parameters called the Rossby number. For annulus experiments,
the maximum horizontal scale is set by the dimensions of the tank so that it is
convenient to define the Rossby number as

Ro=U/[Q (b —a)]

where 2 is the angular velocity of the tank, U is a typical relative velocity of the
fluid, and b — a is the difference between the radius b of the outer wall and the
radius a of the inner wall of the annular region.

Using the hydrostatic approximation

ap [0z =—pg
together with the geostrophic relationship
2QVy = py 'k x Vp

and the equation of state (10.75) we can obtain a thermal wind relationship in

the form
W _ 88y vr (10.76)
0z 2Q
Letting U denote the scale of the geostrophic velocity, H the mean depth of fluid,
and §7 the radial temperature difference across the width of the annulus, we obtain
from (10.76)

U~ egHST /292 (b — a)] (10.77)

Substituting the value of U in (10.77) into the formula for the Rossby number
yields the thermal Rossby number

Ror = egHST /[292 b - a)z]
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This nondimensional number is the best measure of the range of validity of quasi-
geostrophic dynamics in annulus experiments. Provided that Rot « 1 the quasi-
geostrophic theory should be valid for motions in the annulus. For example, in a
typical experiment

Ha~b—a~10cm, sT~10K, and Q~ 157!

Thus, Ror ~ 107!,

Annulus experiments carried out over a wide range of rotation rates and temper-
ature contrasts produce results that can be classified consistently on a log—log plot
of the thermal Rossby number versus a nondimensional measure of the rotation
rate :

G = -a)Q¥/g (10.78)
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Fig. 10.21 Regime diagram for Fultz’s annulus experiments. (After Phillips, 1963.)
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Some results are summarized in Fig. 10.21. The heavy solid line separates the
axially symmetric Hadley regime from the wavy Rossby regime. These results
can best be understood qualitatively by considering an experiment in which the
thermal Rossby number is increased slowly from zero by gradually imposing a
temperature difference 7 — T, . For small 7}, — T, the motion is of the Hadley
type, with weak horizontal and vertical temperature gradients in the fluid. As the
horizontal temperature contrast is increased, however, the mean thermal wind must
also increase, until at some critical value of Ror the flow becomes baroclinically
unstable. According to the theory presented in Chapter 8, the wavelength of maxi-
mum instability is proportional to the ratio of the static stability to the square of the
rotation rate. Thus, as can be seen in Fig. 10.21 the wave number observed when
the flow becomes unstable decreases (i.e., wavelength increases) as the rotation
rate is reduced. Furthermore, because baroclinic waves transport heat vertically as
well as laterally, they will tend to increase the static stability of the fluid. Therefore,
as the thermal Rossby number is increased within the Rossby regime, the increased
heat transport by the waves will raise the static stability, and hence increase the
wavelength of the wave of maximum instability. The flow then undergoes transi-
tions in which the observed wave number decreases until finally the static stability
becomes so large that the flow is stable to even the largest wave that can fit the
tank. The flow then returns to a symmetric Hadley circulation stabilized by a high
static stability, which is maintained by a vigorous direct meridional circulation.
This regime is usually called the upper symmetric regime to distinguish it from
the lower symmetric regime, which occurs for very weak heating.

Laboratory studies, despite their many idealizations, can model the most impor-
tant of those features of the general circulation that are not dependent on the
topography of the earth or continent—ocean heating contrasts. Specifically, we
find, perhaps surprisingly, that the 8 effect (i.e., the planetary vorticity gradient)
is not essential for the development of circulations that look very much like tropo-
spheric synoptic systems. Thus, observed midlatitude waves should be regarded
essentially as baroclinic waves modified by the g effect, not as Rossby waves in a
baroclinic current.

In addition to demonstrating the primacy of baroclinic instability, the experi-
ments also confirm that internal diabatic heating due to condensation or radiative
processes is not an essential mechanism for simulation of large-scale midlati-
tude circulations. Laboratory experiments thus enable us to separate the essential
mechanisms from second-order effects in a manner not easily accomplished by
observation of the atmosphere itself. Also, because laboratory simulation exper-
iments have typical rotation rates of 10 rpm, it is possible to model many years
of “atmospheric” flow in a short time so that it is feasible to accumulate accurate
statistics even for very low-frequency variability. In addition, because temperatures
and velocities can be measured at uniform intervals, the experiments can provide
excellent sets of data for testing numerical weather prediction models.
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10.8 NUMERICAL SIMULATION OF THE GENERAL CIRCULATION

The previous section discussed the role of laboratory experiments in contribut-
ing to a qualitative understanding of the general circulation of the atmosphere.
Although laboratory experiments can elucidate most of the gross features of the
general circulation, there are many details that cannot possibly be duplicated in
the laboratory. For example, the possible long-term climatic effects of aerosols
and trace gases that are added to the atmosphere as a result of human activities
could not possibly be predicted on the basis of laboratory experiments. As another
example, the influence of an ice-free Arctic Ocean on the global climate would also
be extremely difficult to simulate in the laboratory. Because all the conditions of
the atmosphere cannot be duplicated in the laboratory, the only practical manner in
which to quantitatively simulate the present climate, or to predict possible climate
modifications resulting from intentional or unintentional human intervention, is
by numerical simulation with the aid of supercomputers.

Atmospheric general circulation models (AGCMs) are similar to large-scale
numerical weather prediction models (see Chapter 13) in that they attempt to
explicitly simulate synoptic-scale weather disturbances. However, whereas weather
prediction is an initial value problem, which requires that the evolution of the
flow be computed from a specified initial state, general circulation modeling is a
boundary value problem in which the average circulation is computed for specified
external forcing conditions. In many AGCMs the sea surface temperature is treated
as a specified forcing. In reality, of course, there are strong interactions between
the atmosphere and the ocean: the winds drive currents, which influence the sea
surface temperature distribution, which in turn influences the atmosphere.

Although the dynamical equations used in general circulation models are the
same as those used in short-range numerical prediction models, general circulation
models are generally more complex, as in simulations of time scales beyond a
few days physical processes that are unimportant for the short-term evolution may
become crucial. Thus, parameterizations are needed for physical processes such as
surface heat and moisture fluxes, moist convection, turbulent mixing, and radiation.
However, because a forecast of the flow evolution from a specific initial state is not
needed, the problems associated with specifying initial data in forecast models do
not arise in AGCMs. In recent years, as numerical prediction has been extended
into the middle range of 1-2 weeks, more physical processes have been included in
the forecast models, and the differences between global weather forecast models
and general circulation models have become smaller.

10.8.1 The Development of AGCMs

The success of the quasi-geostrophic model in short-range prediction suggests
that for simulating the gross features of the general circulation such a model
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might be adequate provided that diabatic heating and frictional dissipation were
included in a suitable manner. Phillips (1956) made the first attempt to model
the atmospheric general circulation numerically. His experiment employed a two-
level quasi-geostrophic forecast model modified so that it included boundary layer
friction and latitudinally dependent radiative heating. The heating rates chosen
by Phillips were based on estimates of the net diabatic heating rates necessary to
balance the poleward heat transport at 45°N computed from observational data.
Despite the severe limitations of this model, the simulated circulation in some
respects resembled the observed extratropical circulation.

Phillips’ experiment, although it was an extremely important advance in dynamic
meteorology, suffered from a number of shortcomings as a general circulation
model. Perhaps the gravest shortcoming in his model was the specification of
diabatic heating as a fixed function of latitude only. In reality the atmosphere
must to some degree determine the distribution of its own heat sources. This is
true not only for condensation heating, which obviously depends on the distri-
bution of vertical motion and water vapor, but also holds for radiative heating as
well. Both net solar heating and net infrared heating are sensitive to the distribu-
tion of clouds, and infrared heating depends on the atmospheric temperature as
well.

Another important limitation of Phillips’ two-level model was that static stability
could not be predicted but had to be specified as an external parameter. This
limitation is a serious one because the static stability of the atmosphere is obviously
controlled by the motions.

It is possible to design a quasi-geostrophic model in which the diabatic heat-
ing and static stability are motion dependent. Indeed such models have been used
to some extent, especially in theoretical studies of the annulus experiments. To
model the global circulation completely, however, requires a dynamical frame-
work that is valid in the equatorial zone. Thus, it is desirable to base an AGCM
on the global primitive equations. Because of its enormous complexity and many
important applications, general circulation modeling has become a highly special-
ized activity that cannot possibly be covered adequately in a short space. Here
we can only give a summary of the primary physical processes represented and
present an example of an application in climate modeling. A brief discussion of
the technical aspects of the formulation of numerical prediction models is given
in Chapter 13.

10.8.2 Dynamical Formulation

Most general circulation models are based on the primitive equations in the
o-coordinate form introduced in Section 10.3.1. As was pointed out in that sec-
tion, o coordinates make it possible to retain the dynamical advantages of pressure
coordinates, but simplify the specification of boundary conditions at the surface.
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The minimum prediction equations for a o coordinate GCM are the horizontal
momentum equation (10.30), the mass continuity equation (10.34), the thermody-
namic energy equation (10.36), and a moisture continuity equation, which can be
expressed as

Dy =r (10.79)
Dth—v -

where ¢, is the water vapor mixing ratio and P, is the sum of all sources and sinks.
In addition we require the hydrostatic equation (10.35) to provide a diagnostic
relationship between the geopotential and temperature fields. Finally, a relationship
is needed to determine the evolution of the surface pressure ps(x, y,t). This is
given by integrating (10.34) vertically and using the boundary conditions ¢ = 0
at 0 = 0 and 1 to obtain

1

=_/V4mww (10.80)
0

ps
at

Vertical variations are generally represented by dividing the atmosphere into
a number of levels and utilizing a finite difference grid. AGCMs typically have
prediction levels at 1-3-km intervals extending from the surface to about a 30-km
altitude. Some models, however, have many more levels extending nearly to the
mesopause. Horizontal resolution of global models varies widely, from an effective
grid size of several hundred kilometers, to less than 100 km.

10.8.3 Physical Processes and Parameterizations

The various types of surface and atmospheric processes represented in a typical
AGCM and the interactions among these processes are shown schematically in
Fig. 10.22. The most important classes of physical processes are (i) radiative, (ii)
cloud and precipitation, and (iii) turbulent mixing and exchange.

As pointed out in Section 10.1, the fundamental process that drives the circula-
tion of the atmosphere is the differential radiative heating that results from the fact
that solar absorption at the surface is greater than long-wave emission to space at
low latitudes, whereas long-wave emission dominates over solar absorption at high
latitudes, at least in the winter hemisphere. The general circulation of the atmo-
sphere and the oceans provides the meridional and vertical heat transfer required
for balance.

Most of the solar radiation absorbed at the surface is used to evaporate water,
and hence to moisten the atmosphere. Solar heating is realized in the atmosphere
primarily in the form of latent heat release associated with convective clouds. The
global distribution of evaporation clearly depends on the sea surface temperature,
which is itself dependent on the general circulation of the oceans as well as on
interactions with the atmosphere. That is why for detailed understanding of the
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Fig. 10.22  Schematic illustration of processes commonly included in AGCMs and their interactions.
The thickness of each arrow gives a rough indication of the importance of the interaction
that the particular arrow represents. (After Simmons and Bengtsson, 1984.)

influence of large-scale air—sea interactions on climate it is important to run coupled
atmosphere—ocean GCMs in which the sea surface temperature is predicted. At
present, however, most AGCMs use externally specified monthly or seasonal mean
sea surface temperatures. Over land, however, the surface temperature adjusts very
quickly to changes in the fluxes of solar and infrared radiation and is determined
from a surface energy-balance equation.

Atmospheric radiative heating by solar radiation and heating and cooling by
long-wave thermal radiation are computed using radiative transfer models of
varying sophistication. Zonally averaged distributions of radiatively important
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constituents such as carbon dioxide, ozone, and even cloudiness are often employed,
but the more complete models do utilize model predicted zonally and time varying
cloudiness in their radiation codes.

Boundary layer fluxes of momentum, heat, and moisture are parameterized in
most AGCMs by the use of bulk aerodynamic formulas (see Section 5.3.1). Typi-
cally the fluxes are specified to be proportional to the magnitude of the horizontal
velocity at the lowest atmospheric level times the difference between the field
variable at the boundary and its value at the lowest atmospheric level. In some
models the boundary layer is explicitly resolved by locating several prediction
levels within the lowest 2 km and utilizing the model predicted boundary layer
static stability in the parameterization of turbulent fluxes.

The hydrological cycle is usually represented by a combination of parameter-
ization and explicit prediction. The water vapor mixing ratio is generally one of
the explicitly predicted fields. The distributions of layer clouds and large-scale
precipitation are then determined from the predicted distribution of humidity by
requiring that when the predicted humidity exceeds 100% enough vapor is con-
densed to reduce the mixing ratio to saturation or less. Parameterizations in terms
of the mean state thermal and humidity structure must be used to represent the
distributions of convective clouds and precipitation.

10.8.4 The NCAR Climate System Model

The Climate System Model (CSM) developed at the National Center for Atmo-
spheric Research (NCAR) is a coupled global climate model consisting of an
AGCM, an ocean GCM, a land surface biophysics model, and a sea-ice model. The
atmospheric component is a spectral model (see Section 13.5) with about 2.8° hor-
izontal resolution and 18 layers in the vertical with the top layer centered at 4.8 hPa.

The ocean component of the CSM has 2.4° resolution in longitude and variable
resolution in latitude, with smallest grid spacing of 1.2° at the equator and in the
Arctic, and largest spacing of 2.3° at midlatitudes. In the vertical, the ocean model
has 45 levels, with more than half these concentrated in the upper kilometer of the
ocean. The land surface model runs on the same grid as the AGCM, whereas the
sea-ice model runs on the ocean model grid.

Because characteristic timescales for the various components of the CSM are
very different, the individual components are integrated to approximate equilib-
rium states with fixed external forcing, and then the components are coupled
together and stepped forward until the coupled climate system equilibrates. Solstice
season zonal mean winds simulated by the CSM for late 20th century conditions
are shown in Fig. 10.23. Overall there is excellent agreement between the model
and observations.

Fig. 10.23 Meridional cross sections of mean zonal wind (m s™1) for the two solstice seasons.
(Left) Results from CSM simulation; (right) observed climatology. (After Dai et al., 2001.)
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Fig. 10.24 Latitudinal distribution of predicted changes of the zonally averaged surface air temper-
ature from the 1990s to the 2090s for Northern Hemisphere winter (DJF: heavy solid
curve) and Northern Hemisphere summer (JJA: heavy dashed curve) for a scenario with
approximate doubling of the atmospheric carbon dioxide concentration. Also shown as
light curves (right side ordinate) are changes (2090s minus 1990s) of the pole to equator
temperature gradient in °C per degree of latitude. (After Dai et al., 2001.)

The model has been used to assess likely responses of the climate system to the
radiative forcing by increased greenhouse gas concentrations. The latitudinal dis-
tribution of zonally averaged surface temperature change predicted for the end of
the 21st century under a scenario of approximate doubling of atmospheric carbon
dioxide concentrations (“business as usual”) is shown in Fig. 10.24. In common
with other climate models, the CSM result suggests that the largest temperature
changes will occur at high latitudes in the Northern Hemisphere winter, accompa-
nied by a substantial reduction of sea ice. A global average warming of 1.9°C by
the end of the century is predicted for the business as usual scenario. Because of the
complexity of the physical processes involved, many uncertainties remain in such
model predictions of climate change. Nevertheless, most climate scientists agree
that increased carbon dioxide concentrations will lead to a warmer surface climate.

PROBLEMS

10.1. Starting with the isobaric version of the thermodynamic energy equation
(2.42), derive the log-pressure version (10.5).

10.2. Show that in the o-coordinate system a mass element podxd ydz takes the
form -g~! pdxdydo.
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10.3.

10.4.

10.5.

10.6.

10.7.

10.8.

10.9.

10.10.

10.11.

Compute the mean zonal wind u at the 200-hPa level at 30°N under the
assumptions that # = 0 at the equator and that the absolute angular momen-
tum is independent of latitude. What is the implication of this result for the
role of eddy motions?

Show by scale analysis that advection by the mean meridional circulation
can be neglected in the zonally averaged equations (10.11) and (10.12) for
quasi-geostrophic motions.

Show that for quasi-geostrophic eddies the next to last term in square
brackets on the right-hand side in (10.15) is proportional to the vertical
derivative of the eddy meridional relative vorticity flux.

Starting from equations (10.16)—(10.19), derive the governing equation for
the residual streamfunction (10.21).

Using the observed data given in Fig. 10.13, compute the time required
for each possible energy transformation or loss to restore or deplete the
observed energy stores. (A watt equals 1 Js~1.)

Compute the surface torque per unit horizontal area exerted on the atmo-
sphere by topography for the following distribution of surface pressure and
surface height:

ps = po+ psinkx, h=hsin(kx —y)

where py = 1000 hPa, p = 10 hPa,fz =25%x 103 m, y = m/6rad, and
k =1/(acos¢), where ¢ = m /4 radians is the latitude, and a is the radius
of the earth. Express the answer in kg s~2.

Starting from (10.66) and (10.67) show that the group velocity relative to
the ground for stationary Rossby waves is perpendicular to the wave crests
and has a magnitude given by (10.69).

Derive the expression of (10.76) for the thermal wind in the dishpan exper-
iments.

Consider a thermally stratified liquid contained in a rotating annulus of
inner radius 0.8 m, outer radius 1.0 m, and depth 0.1 m. The temperature at
the bottom boundary is held constant at 7j. The fluid is assumed to satisfy
the equation of state (10.75) with pg = 103 kg m3ande =2x 104K L.
If the temperature increases linearly with height along the outer radial
boundary at a rate of 1°C cm~! and is constant with height along the inner
radial boundary, determine the geostrophic velocity at the upper boundary
for a rotation rate of Q = 1 rad s~!. (Assume that the temperature depends
linearly on radius at each level.)
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10.12. Show by considering du/d¢ for small perturbations about the equilibrium
points in Fig. 10.17 that point B is an unstable equilibrium point while
points A and C are stable.

MATLAB EXERCISES

M10.1. The MATLAB script topo_wave_1.m uses finite differencing to solve the
linearized vorticity equation (7.99) on a midlatitude g plane for the case
of a constant mean zonal wind and forcing by a circular mountain with
mountain height given by k7 (x, y) = hoL? (L2 +x2 4+ y2)_1, where
ho and L are constants characterizing the mountain height and horizontal
scale, respectively. Run the script for mean zonal winds of 5, 10, 15,
and 20 ms~!. In each case estimate the horizontal wavelength and group
velocity of the northward and southward Rossby wave trains that form
in the lee of the mountain. Compare your results with the corresponding
expressions given in Section 10.5.1.

M10.2. The two-meridional-mode version of the Charney and Devore (1979)
model described in Section 10.6.1 is given in the MATLAB script
C_D_model.m. Solutions for this model may be steady state, periodic
in time, or irregularly varying, depending on the forcing of the first mode
zonal-mean streamfunction (zf(1) in the script) and the initial amplitude
of this mode (zinit(1) in the script). Run this script for forcing values of
zf(1) = 0.1, 0.2, 0.3, 0.4, 0.5. In each case do two runs with initial con-
ditions zinit(1) = zf(1) and zinit(1) = 0.1, respectively. For each of the
10 cases, note whether the solution is steady, periodic, or irregular. Com-
pute the time average of the zonal mean zonal wind for nondimensional
time interval 2000 < ¢ < 3000 for each of these cases. Are your results
consistent with Fig. 10.17 in the text? Note for each case whether the
streamfunction tends to be in phase or out of phase with the topography
and whether the results are qualitatively consistent with the solution for
topographic Rossby waves given in Section 7.7.2.

M10.3. The MATLAB script baroclinic_1.m provides a simple illustration of
the effect of baroclinic eddies on the mean flow. The script extends the
two-level baroclinic instability model discussed in Section 8..2 by cal-
culating the evolution of the mean zonal flow components U,, and Ur
caused by meridional vorticity and heat fluxes associated with unstable
baroclinic waves. The calculation is done for a midlatitude 8 plane with
weak Ekman layer damping. The eddies are governed by the linearized
model of Section 8.2 (with fixed zonal wavelength of 6000 km), but the
zonal-mean flow is affected by eddy-mean flow interactions and evolves
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as a result of eddy heat and momentum fluxes. In this model the mean
thermal wind is relaxed toward a baroclinically unstable radiative equi-
librium state (designated by UOrad in the code), which has a sinusoidal
distribution in the meridional direction, and the mean wind components
U,, and U7 are assumed to vanish at the northern and southern boundaries.
Run the model for four cases with UOrad = 10, 20, 30, and 40 ms™!,
respectively. In each case run the model long enough so that the eddy
kinetic energy equilibrates. Show in a table the maximum values for U,
and Ur for each of these cases. Explain these results in terms of the
baroclinic instability theory of Section 8.2.

Suggested References

Lorenz, The Nature and Theory of the General Circulation of the Atmosphere, although somewhat
out of date, contains an excellent survey of the subject, including observational and theoretical
aspects.

James, Introduction to Circulating Atmospheres, provides an excellent introduction to observational
and theoretical aspects of the global general circulation.

Hide (1966) reviews a number of types of laboratory experiments with rotating fluids, including rotating
annulus experiments.

Washington and Parkinson, An Introduction to Three-Dimensional Climate Modeling, provide an
excellent text, which covers the physical basis and computational aspects of general circulation
modeling.

Randall (ed.), General Circulation Model Development, contains articles describing all aspects of
general circulation modeling.



CHAPTER 11

Tropical Dynamics

Throughout the previous chapters of this book, we have emphasized circulation
systems of the extratropical regions (i.e., the regions poleward of about 30° lati-
tude). This emphasis should not be regarded as an indication of a lack of interesting
motion systems in the tropics, but is a result, rather, of the relative complexity of
the dynamics of tropical circulations. There is no simple theoretical framework,
analogous to quasi-geostrophic theory, that can be used to provide an overall under-
standing of large-scale tropical motions.

Outside the tropics, the primary energy source for synoptic-scale disturbances
is the zonal available potential energy associated with the latitudinal temperature
gradient. Observations indicate that latent heat release and radiative heating are
usually secondary contributors to the energetics of extratropical synoptic-scale
systems. In the tropics, however, the storage of available potential energy is small
due to the very small temperature gradients in the tropical atmosphere. Latent
heat release appears to be the primary energy source, at least for those distur-
bances that originate within the equatorial zone. Most latent heat release in the
tropics occurs in association with convective cloud systems, although much of
the actual precipitation falls from mesoscale regions of stratiform clouds within
such systems; the cloud systems are themselves generally embedded in large-scale

370
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circulations. The diabatic heating associated with tropical precipitation not only
drives a local response in the atmospheric circulation, but through excitation of
equatorial waves may also induce a remote response. Thus, there is a strong inter-
action among cumulus convection, mesoscale, and large-scale circulations, which
is of primary importance for understanding tropical motion systems. Furthermore,
the distribution of diabatic heating in the tropics is strongly influenced by sea sur-
face temperature (SST) variations, and these in turn are strongly influenced by the
motion of the atmosphere.

An understanding of tropical circulations thus requires consideration of equato-
rial wave dynamics, interactions of cumulus convection and mesoscale circulations
with large-scale motions, and air—sea interactions. Detailed treatment of all these
topics is beyond the scope of an introductory text. Nevertheless, because the tropics
play a fundamental role in the general circulation of the atmosphere, and coupling
between tropical and middle latitudes is an important consideration in extratropical
extended-range forecasting, some discussion of the tropics is required even in a
text with an extratropical emphasis.

Of course, it is not always possible to distinguish clearly between tropical and
extratropical systems. In subtropical regions (~30° latitude), circulation systems
characteristic of both tropical and extratropical regions may be observed depending
on the season and geographical location. To keep the discussion in this chapter as
simple as possible, we focus primarily on the zone well equatorward of 30° latitude
where the influence of middle latitude systems should be minimum.

11.1 THE OBSERVED STRUCTURE OF LARGE-SCALE TROPICAL
CIRCULATIONS

Due to the nature of their energy sources, as well as the smallness of the Coriolis
parameter, large-scale equatorial motion systems have several distinctive charac-
teristic structural features that are quite different from those of midlatitude systems.
Many of these can be understood in terms of the equatorial wave modes discussed
in Section 11.3. Before discussing equatorial wave theory, however, it is useful to
review some of the major observed circulation features of the tropical atmosphere.

11.1.1 The Intertropical Convergence Zone

Traditionally, the tropical general circulation was thought to consist of a thermally
direct Hadley circulation in which air in the lower troposphere in both hemispheres
moved equatorward toward the intertropical convergence zone (ITCZ) where by
continuity considerations it was forced to rise uniformly and move poleward, thus
transporting heat away from the equator in the upper troposphere in both hemi-
spheres. This simple model of large-scale overturning is not, however, consistent
with the observed vertical profile of equivalent potential temperature (6,). As
indicated in Fig. 11.1 the mean tropical atmosphere is conditionally stable above
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Fig. 11.1 Typical sounding in the tropical atmosphere showing the vertical profiles of potential tem-
perature 6, equivalent potential temperature 6., and the equivalent potential temperature
6 of a hypothetically saturated atmosphere with the same temperature at each level. This
figure should be compared with Fig. 9.10, which shows similar profiles for a midlatitude
squall line sounding. (After Ooyama, 1969. Reproduced with permission of the American
Meteorological Society.)

about 600 hPa. Thus, a large-scale upward mass flow, were it to exist, would be up
the gradient of 6, in the upper troposphere and would actually cool the upper tro-
posphere in the region of the ITCZ. Such a circulation could not generate potential
energy and would not, therefore, satisfy the heat balance in the equatorial zone.

It appears that the only way in which heat can effectively be brought from the
surface to the upper troposphere in the ITCZ is through pseudo-adiabatic ascent
in the cores of large cumulonimbus clouds (often referred to as “hot towers”).
For such motions, cloud parcels approximately conserve .. They can, therefore,
arrive in the upper troposphere with moderate temperature excesses. Thus, the
heat balance of the equatorial zone can be accounted for, at least qualitatively,
provided that the vertical motion in the ITCZ is confined primarily to the updrafts
of individual convective cells. Riehl and Malkus (1958) estimated that only 1500-
5000 individual hot towers would need to exist simultaneously around the globe
to account for the required vertical heat transport in the ITCZ.

This view of the ITCZ as a narrow zonal band of vigorous cumulus convection
has been confirmed beyond a doubt by observations, particularly satellite cloud
photos. An example is given in Fig. 11.2, which shows infrared cloud brightness
temperatures in the tropics for the period August 14 to December 17, 1983. Low
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Fig.11.2 (a) Time-mean IR brightness temperature and (b) three-hourly standard deviations about the
time-mean IR brightness temperature for August 14 to December 17, 1983. Low values of
brightness temperature indicate the presence of high cold cirrus anvil clouds. (After Salby
etal., 1991.)

brightness temperatures signal the presence of deep anvil clouds characteristic of
convective storms. The ITCZ appears as a line of deep convective cloud extending
across the Atlantic and Pacific oceans between about 5° and 10°N.

Observations indicate that within the ITCZ precipitation greatly exceeds the
moisture supplied by evaporation from the ocean surface below. Thus, much of
the vapor necessary to maintain the convection in the ITCZ must be supplied by
the converging trade wind flow in the lower troposphere. In this manner the large-
scale flow provides the latent heat supply required to sustain the convection. The
convective heating in turn produces large-scale midtropospheric temperature per-
turbations and (through hydrostatic adjustment) surface and upper level pressure
perturbations, which maintain the low-level inflow.
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The above description of the ITCZ is actually oversimplified. In reality, the
ITCZ over the oceans rarely appears as a long unbroken band of heavy convective
cloudiness, and it almost never is found right at the equator. Rather, it is usually
made up of a number of distinct cloud clusters, with scales of the order of a few
hundred kilometers, which are separated by regions of relatively clear skies. The
strength of the ITCZ is also quite variable in both space and time. It is particularly
persistent and well defined over the Pacific and Atlantic between about 5° and
10°N latitude (as in Fig. 11.2) and occasionally appears in the western Pacific
between 5° and 10°S.

Figure 11.2 shows that not only is the mean deep convection associated with
the ITCZ found in the 5°-10°N latitude belt, but during the period shown in
Fig. 11.2 the standard deviation of deep convection is also a maximum there. This
is consistent with the idea that the ITCZ is the locus of transient cloud clusters,
rather than simply a region of steady-state precipitation and mean uplift. The dry
zones along the equator in the oceanic regions are a particularly striking feature in
Fig. 11.2.

As the above discussion suggests, the vertical mass flux associated with the
ITCZ has important regional variations. Nevertheless, there is a significant zonal
mean component, which constitutes the upward mass flux of the mean Hadley
circulation. This Hadley circulation consists of overturning thermally direct cells
in the low latitudes of both hemispheres, as shown in Fig. 10.7. The center of
the Hadley circulation is located at the mean latitude of the ITCZ. As shown
in Fig. 10.7, the winter hemisphere branch of the Hadley cell is much stronger
than the summer hemisphere branch. Observations indicate that two Hadley cells,
symmetric about the equator, are rarely observed even in the equinoctial seasons.
Rather, the northern cell dominates from November to March, the southern cell
dominates from May to September, and rapid transitions occur in April and October
(see Oort, 1983).

11.1.2 Equatorial Wave Disturbances

The variance observed in the cloudiness associated with the ITCZ, as illustrated
in Fig. 11.2b, is generally caused by transient precipitation zones associated with
weak equatorial wave disturbances that propagate westward along the ITCZ. That
such westward propagating disturbances exist and are responsible for a large part
of the cloudiness in the ITCZ can be seen easily by viewing time-longitude sections
constructed from daily satellite pictures cut into thin zonal strips. An example is
shown in Fig. 11.3. The well-defined bands of cloudiness that slope from right
to left down the page define the locations of the cloud clusters as functions of
longitude and time. Clearly much of the cloudiness in the 5-10°N latitude zone of
the Pacific is associated with westward moving disturbances. The slope of the cloud
lines in Fig. 11.3 implies a westward propagation speed of about 8~10ms~!. The
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Fig. 11.3 Time-longitude sections of satellite photographs for the period July 1-August 14, 1967 in
the 5-10°N latitude band of the Pacific. The westward progression of the cloud clusters is
indicated by the bands of cloudiness sloping down the page from right to left. (After Chang,
1970. Reproduced with permission of the American Meteorological Society.)

longitudinal separation of the cloud bands is about 3000—4000 km, corresponding
to a period range of about 4-5 days for this type of disturbance.

Diagnostic studies suggest that these westward-propagating wave disturbances
are generally driven by the release of latent heat in their accompanying convective
precipitation areas. The vertical structure of a typical equatorial wave disturbance
is shown in schematic form in Fig. 11.4. Vertical motion in such disturbances is
proportional to the diabatic heating rate; thus the maximum vertical velocities occur
in the convective zone. By mass continuity there must be convergence at low levels
in the convective zone and divergence in the upper levels. Hence, provided that the
absolute vorticity has the sign of f, the divergence term in the vorticity equation
will induce cyclonic vorticity tendencies in the lower troposphere and anticyclonic
vorticity tendencies in the upper troposphere. The process of adjustment between
mass and velocity fields will then generate a low-level trough and an upper-level
ridge.! Thus, the thickness (or layer mean temperature) in the convective zone
must be greater than in the surrounding environment.

! The terms “trough” and “ridge” as used by tropical meteorologists designate pressure minima and
maxima, respectively, just as in midlatitudes. In the easterlies of the Northern Hemisphere tropics,
however, the zonal-mean pressure increases with latitude so that the pattern of isobars depicting a
tropical trough will resemble the pattern associated with a ridge in middle latitudes (i.e., there is a
poleward deflection of the isobars).
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Fig. 11.4 Schematic model for equatorial wave disturbances showing trough axis (solid line), ridge
axis (dashed lines), and axes of northerly and southerly wind components (dotted lines).
Regions of warm and cold air are designated by W and C, respectively. (After Wallace, 1971.)

In the convectively active areas of equatorial waves there is net upward motion,
and midtropospheric temperatures are warmer than average (although generally
by less than 1°C). The correlations between temperature and vertical motion, and
between temperature and diabatic heating, are thus both positive, and the potential
energy generated by the diabatic heating is immediately converted to kinetic energy
[i.e., the [P« K'] conversion balances R’ in (10.62)]. There is, in this approxima-
tion, no storage in the form of available potential energy. The energy cycle of these
disturbances, therefore, differs remarkably from that of midlatitude baroclinic sys-
tems in which the available potential energy greatly exceeds the kinetic energy.

For latent heat release by cumulonimbus clouds to be an effective energy source
for large-scale disturbances there must be an interaction between the convective
scale and the large scale, as mentioned in Section 9.7.2. In such interaction large-
scale convergence at low levels moistens and destabilizes the environment so that
small-scale thermals can easily reach the level of free convection and produce deep
cumulus convection. The cumulus cells, in turn, act cooperatively to provide the
large-scale heat source that drives the secondary circulation responsible for the
low-level convergence.

A typical vertical profile of divergence in the precipitation zone of a synoptic-
scale equatorial wave disturbance in the western Pacific is shown in Fig. 11.5.
Convergence is not limited to low-level frictional inflow in the planetary boundary
layer, but extends up to nearly 400 hPa, which is the height where the hot towers
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Fig.11.5 Vertical profile of 4°-square area average divergence based on composites of many equatorial
disturbances. (Adapted from Williams, 1971.)

achieve their maximum buoyancy. The deep convergence implies that there must be
substantial entrainment of midtropospheric air into the convective cells. Because
the midtropospheric air is relatively dry, this entrainment will require considerable
evaporation of liquid water to bring the mixture of cloud and environment air to
saturation. It will thus reduce the buoyancy of the cloud air and may in fact produce
negatively buoyant convective downdrafts if there is sufficient evaporative cooling.
However, in the large camulonimbus clouds present in equatorial waves, the central
core updrafts are protected from entrainment by the surrounding cloud air so that
they can penetrate nearly to the tropopause without dilution by environmental air.
These undiluted cores constitute the “hot towers” referred to in Section 11.1.1.
Because the hot towers are responsible for much of the vertical heat and mass
transport above the boundary layer in the ITCZ, and the wave disturbances contain
most of the active convective precipitation areas along the ITCZ, it is obvious that
equatorial waves play an essential role in the general circulation of the atmosphere.

11.1.3 African Wave Disturbances

The considerations of the previous subsection are valid for ITCZ disturbances
over most regions of the tropical oceans. In the region of the North African
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continent, however, local effects due to surface conditions create a unique situ-
ation that requires separate discussion. During the Northern Hemisphere summer,
intense surface heating over the Sahara generates a strong positive meridional tem-
perature gradient in the lower troposphere between the equator and about 25°N.
The resulting easterly thermal wind is responsible for the existence of a strong
easterly jet core near 650 hPa centered near 16°N as shown in Fig. 11.6. Synoptic-
scale disturbances are observed to form and propagate westward in the cyclonic
shear zone to the south of this jet core. Occasionally, such disturbances are pro-
genitors of tropical storms and hurricanes in the western Atlantic. The average
wavelength of observed African wave disturbances is about 2500 km, and the west-
ward propagation speed is about 8 ms ™!, implying a period of about 3.5 days. The
disturbances have horizontal velocity perturbations that reach maximum ampli-
tude at the 650-hPa level, as indicated in Fig. 11.7. Although there is considerable
organized convection associated with these waves, they do not appear to be driven
primarily by latent heat release, but depend, rather, on barotropic and baroclinic
conversions of energy from the easterly jet.

In Fig. 11.8 the absolute vorticity profile for the African easterly jet shown in
Fig. 11.6 is plotted. The shaded region indicates the area in which the vorticity
gradient is negative. Thus, it is clear that the African jet satisfies the necessary
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Fig. 11.6 Mean-zonal wind distribution in the North African region (30°W to 10°E longitude) for
the period August 23, 1974 to September 19, 1974. Latitude is shown relative to latitude of
maximum disturbance amplitude at 700 hPa (about 12°N). The contour interval is 2.5 m s—1
(After Reed et al., 1977. Reproduced with permission of the American Meteorological

Society.)



11.1 THE OBSERVED STRUCTURE OF LARGE-SCALE TROPICAL CIRCULATIONS 379

18
100
15
150
0
200
250
= o
g0 300 f;
kS 5
2 »
(0] [%]
T 400 £
500
5

700

850

R N

0

SFC
R

Fig. 11.7 Vertical cross section along the reference latitude of Fig. 11.6 showing perturbation merid-
ional velocities in ms~!. R, N, T, and S refer to ridge, northwind, trough, and southwind
sectors of the wave, respectively. (After Reed et al., 1977. Reproduced with permission of
the American Meteorological Society.)

condition for barotropic instability discussed in Section 8.4.2.2 Baroclinic insta-
bility due to the strong easterly shear in the lower troposphere also appears to play
arole in these disturbances. Thus, both barotropic and baroclinic conversions from
the mean flow energy appear to be important for the generation of African wave
disturbances.

Because such disturbances continue to exist in the absence of strong mean wind
shears after they have propagated westward into the Atlantic, it is unlikely that
either baroclinic or barotropic instability continues to be the primary energy source
for their maintenance. Rather, diabatic heating through precipitating convective
systems appears to be the main energy source for such waves over the ocean.

2 It should be noted here that the profile shown in Fig. 11.6 is not a zonal mean. Rather, it is a time
mean for a limited longitudinal domain. Provided that the longitudinal scale of variation of this time
mean zonal flow is large compared to the scale of the disturbance, the time mean flow may be regarded
as a locally valid basic state for linear stability calculations.
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Fig. 11.8 Absolute vorticity (units 1075571 corresponding to the mean wind field of Fig. 11.6.
Shading shows region where 8 — 02i /0 y2 is negative. (After Reed et al., 1977. Reproduced
with permission of the American Meteorological Society.)

11.1.4 Tropical Monsoons

The term “monsoon” is commonly used in a rather general sense to designate any
seasonally reversing circulation system. The basic drive for a monsoon circulation
is provided by the contrast in the thermal properties of the land and sea surfaces.
Because the thin layer of soil that responds to the seasonal changes in surface
temperature has a small heat capacity compared to the heat capacity of the upper
layer of the ocean that responds on a similar time scale, the absorption of solar
radiation raises the surface temperature over land much more rapidly than over the
ocean. The warming of the land relative to the ocean leads to enhanced cumulus
convection, and hence to latent heat release, which produces warm temperatures
throughout the troposphere.

Much of the tropics is influenced by monsoons. The most extensive monsoon
circulation by far is the Asian monsoon. This monsoon completely dominates the
climate of the Indian subcontinent, producing warm wet summers and cool dry
winters. An idealized model of the structure of the Asian summer monsoon is indi-
cated in Fig. 11.9. As indicated in Fig. 11.9, the 1000-200-hPa thickness is larger
over the land than over the ocean. As aresult there is a pressure gradient force at the
upper levels directed from the land to the ocean. The divergent wind that develops
in response to this pressure gradient (shown by the arrows in Fig. 11.9) causes a
net mass transport out of the air column above the continent and thereby generates
a surface low over the continent (often called a thermal low). A compensating
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Schematic representation of the moist phase of the Asian monsoon. (i) Arrows show the
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C2 and W1-W2, respectively. (iii) Schematic of the mass distribution in the cold and warm
sectors. (iv) Horizontal pressure difference as a function of height. (After Webster and

Fasullo, 2003.)

convergent wind then develops at low levels. This low-level flow produces a con-
vergence of moisture, which by increasing the equivalent potential temperature
in the boundary layer makes the environment more favorable for development

of the cumulus convection, which is the primary energy source for the monsoon
circulation.
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The low-level convergence and upper-level divergence over the continent con-
stitute a secondary circulation that concentrates cyclonic vorticity at the lower
levels and anticyclonic vorticity at the upper levels. Thus, the vorticity adjusts
toward geostrophic balance. From Fig. 11.9 it is clear that a positive correlation
exists between the vertical motion and the temperature field. Therefore, the mon-
soon circulation converts eddy potential energy to eddy kinetic energy, just as
midlatitude baroclinic eddies do.

Unlike the case of baroclinic eddies, however, the primary energy cycle of the
monsoons does not involve the zonal mean potential or kinetic energy. Rather,
eddy potential energy is generated directly by diabatic heating (latent and radia-
tive heating); the eddy potential energy is converted to eddy kinetic energy by a
thermally direct secondary circulation; and the eddy kinetic energy is frictionally
dissipated. (A portion of the eddy kinetic energy may be converted to zonal kinetic
energy.) In a dry atmosphere, monsoon circulations would still exist; however,
because the diabatic heating would then be confined to a shallow layer near the
surface, they would be much weaker than the observed monsoons. The presence
of cumulus convection and its concomitant latent heat release greatly amplifies
the eddy potential energy generation and makes the summer monsoons among the
most important features of the global circulation.

In the winter season the thermal contrast between the land and the sea reverses
so that the circulation is just opposite to that shown in Fig. 11.9. As a result the
continents are cool and dry, and the precipitation is found over the relatively warm
oceans.

11.1.5 The Walker Circulation

The pattern of diabatic heating in the equatorial regions exhibits strong departures
from zonal symmetry. These are caused by longitudinal variations in sea surface
temperature due mainly to the effects of wind-driven ocean currents. Such SST
variations produce zonally asymmetric atmospheric circulations, which in some
regions dominate over the Hadley circulation. Of particular significance is the east—
west overturning along the equator, which is shown schematically in Fig. 11.10.
Several overturning cells are indicated, which are associated with diabatic heating
over equatorial Africa, Central and South America, and the Maritime Continent
(i.e., the Indonesian region). The dominant cell in both zonal scale and ampli-
tude, however, is that in the equatorial Pacific. This cell is referred to as Walker
circulation, after G. T. Walker who first documented the surface pressure pattern
associated with it.

As suggested by Fig. 11.10, this pressure pattern consists of low surface pressure
in the western Pacific and high surface pressure in the eastern Pacific. The resulting
westward-directed pressure gradient force drives mean surface easterlies in the
equatorial Pacific, which are much stronger than the zonal-mean surface easterlies,
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Fig. 11.10 Schematic diagrams of the Walker circulations along the equator for normal conditions
(top) and El Nifio conditions (bottom). (After Webster, 1983 and Webster and Chang,
1988.)

and by horizontal vapor transport provides a moisture source for convection in the
western Pacific, in addition to that provided by the high evaporation rates caused
by the high sea surface temperatures in that region.

The wind stress due to the time mean equatorial easterly surface winds over the
Pacific has a strong influence on the heat balance of the ocean surface layer. It
advects warm surface waters into the western Pacific and produces poleward drifts
in the oceanic Ekman layer, which by continuity drive an equatorial upwelling.
This upwelling accounts for the cold tongue of water along the equator, which in
turn is a major reason for the equatorial dry zone exhibited in Fig. 11.2.

11.1.6 El Nino and the Southern Oscillation

The east—west pressure gradient associated with the Walker circulation undergoes
an irregular interannual variation. This global scale “see-saw” in pressure, and
its associated changes in patterns of wind, temperature, and precipitation, was
named the southern oscillation by Walker. This oscillation can be clearly seen
by comparing time series of surface pressure anomalies (i.e., departures from the
long-term mean) for locations on the western and eastern sides of the equatorial
Pacific. As shown in the upper portion of Fig. 11.11, surface pressure anomalies at
Darwin Australia and Tahiti are negatively correlated and have strong variations in
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Fig.11.11 Time series showing SST anomalies (°C) in the eastern Pacific (lower curve) and anomalies
in sea level pressures (hPa) at Darwin (upper solid curve) and Tahiti (upper dashed curve).
Data are smoothed to eliminate fluctuations with periods less than a year. Figure courtesy
of Dr. Todd Mitchell, University of Washington.

the period range of 2-5 years. During periods of large pressure difference between
these stations the Walker circulation is unusually strong and has the same general
structure as its time mean pattern. In periods of weak pressure difference the
Walker circulation weakens and the region of maximum rainfall shifts eastward
(see Fig. 11.10, bottom).

The weakening of trade winds during periods of small Darwin—Tahiti pres-
sure difference reduces wind-driven oceanic upwelling and deepens the oceanic
thermocline in the eastern Pacific. This in turn, as shown in the lower portion of
Fig. 11.11, leads to an increase in the sea surface temperature that is referred to as
El Niio (Spanish for “the child”). This term was originally applied to a warming
of the coastal waters of Peru and Ecuador that occurs annually near Christmas
time (hence, El Nifio refers to the Christ child), but is now used in a more gen-
eral sense for the large-scale oceanic anomalies associated with the weak wind
phase of the Southern Oscillation. In the opposite phase, strengthening of trade
winds associated with large Darwin-Tahiti pressure differences enhances oceanic
upwelling and deepens the oceanic thermocline. This causes a cooling of the sea
surface temperatures in the equatorial Pacific that is now referred to as La Nifia.

The ocean anomalies associated with weakening in the trade winds may begin
near the coast, but over the course of several months spread westward along the
equator to produce large-scale positive SST anomalies over much of the equatorial
Pacific. These SST anomalies in turn cause a further weakening of the trade winds.
This entire complex of atmospheric and oceanic variations is now referred to as
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ENSO (for El Nifio—Southern Oscillation). It is a dramatic example of interannual
climate variability associated with atmosphere—ocean coupling.

The leading theoretical model for ENSO is the “delayed oscillator” model. In
this model the sea surface temperature anomaly, 7', in the eastern Pacific satisfies
an equation of the form

ar bT T

o7 =T —cT—1)
where b and c are positive constants and 7 is a time delay determined by the adjust-
ment time for the equatorial ocean. The first term on the right represents a positive
feedback associated with changes in the Darwin to Tahiti pressure difference. This
term represents the atmosphere—ocean coupling through which an initial weaken-
ing of the wind causes an increase of the SST, which induces a further weakening
of the wind, and hence a further increase in the SST. The second term provides
a negative feedback due to the adjustment in the thermocline depth (and hence
the ocean temperature) caused by propagating equatorial waves (see Section 11.4)
in the ocean that are excited by the SST changes. The time delay in the negative
feedback term is determined by the time that it takes for wave energy excited
by air—sea interaction in the eastern Pacific to propagate to the western boundary
of the ocean, undergo reflection, and propagate back to the region of origin. For
realistic parameters the delayed oscillator model leads to ENSO oscillations in the
period range of 3—4 years. This highly simplified model qualitatively accounts for
the average characteristics of an ENSO cycle, but cannot, however, account for the
observed irregularity of ENSO.

In addition to its profound effects in the equatorial region, ENSO is associated
with a wide range of interannual climate anomalies in the extratropics. Thus, the
development of models that show skill in predicting ENSO several months in
advance is of considerable practical importance.

11.1.7 Equatorial Intraseasonal Oscillation

In addition to the interannual variability associated with El Nifio, the equatorial
circulation has an important intraseasonal oscillation, which occurs on a timescale
of 30-60 days and is often referred to as the Madden—Julian oscillation (MJO) in
honor of the meteorologists who first described it. The structure of the equatorial
intraseasonal oscillation is shown schematically in Fig. 11.12, which shows the
time development of the oscillation in the form of longitude—height sections along
the equator, with time increasing at an interval of about 10 days for each panel from
top to bottom. The circulations in Fig. 11.12 are intended to represent anomalies
from the time-mean equatorial circulation.

The oscillation originates with development of a surface low-pressure anomaly
over the Indian Ocean, accompanied by enhanced boundary layer moisture



386 11 TROPICAL DYNAMICS

East longitutde West longitutde
20° 60° 100° 140° 180° 140° 100° 60° 20°
T 1T T 1T 1T T 1T T 1T 1T 1T 1T 1T 11T

Tropopause

Sea level pressure
|

LA

(A)

B)

ey — |
(©)
i¢ -
(o) ] I T N U T T T N T T T Y I Y |
_ in ]
Africa Indonesia S. America

Fig.11.12 Longitude-height section of the anomaly pattern associated with the tropical intraseasonal
oscillation (MJO). Reading downward the panels represent a time sequence with intervals
of about 10 days. Streamlines show the west—east circulation, wavy top line represents
the tropopause height, and bottom line represents surface pressure (with shading showing
below normal surface pressure). (After Madden, 2003; adapted from Madden and Julian,
1972.)

convergence, increased convection, warming of the troposphere, and raising of
the tropopause height. The anomaly pattern gradually moves eastward at about
5ms~! and reaches maximum intensity over the western Pacific. As the anomaly
moves over the cooler waters of the central Pacific, the anomalous convection
gradually weakens, although a circulation disturbance continues eastward and can
sometimes be traced completely around the globe. The observed intraseasonal
oscillation is known to be associated with equatorial Rossby and Kelvin waves
(see Section 11.4). However, a completely satisfactory theory for the oscillation
has not yet been developed.
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11.2 SCALE ANALYSIS OF LARGE-SCALE TROPICAL MOTIONS

Despite the uncertainties involved in the interaction between convective and syn-
optic scales, some information on the character of synoptic-scale motions in the
tropics can be obtained through the methods of scale analysis. The scaling argu-
ments can be carried out most conveniently if the governing equations are written
in the log-pressure coordinate system introduced in Chapter 8:

9 9
— 4+ VeVt V+ fkxV=-Vo (11.1)
at az*
ad/dz* = RT/H (11.2)
u/dx + dv/dy + dw*/9z* —w*/H =0 (11.3)
9
<5 +V-V) T +w*N*H/R = J/c, (11.4)

We wish to compare the magnitudes of the various terms in (11.1)—(11.4) for
synoptic-scale motions in the tropics. We first note that an upper limit on the vertical
velocity scale IV is imposed by the continuity equation (11.3). Thus, following the
discussion of Section 4.5,

du/dx + dv/dy < U/L

However, for motions with vertical scales comparable to the density scale
height H,
ow*/oz" —w*/H~W/H

so that the vertical velocity scale must satisfy the constraint W < HU/L if the
horizontal divergence and vertical stretching terms are to balance in the continuity
equation. We next define characteristic scales for the various field variables as
follows:

H~10*m vertical length scale

L ~10°m horizontal length scale

U~ 10ms™! horizontal velocity scale

W < HU/L vertical velocity scale

5P geopotential fluctuation scale
L/U~10°s timescale for advection

The magnitudes chosen for the horizontal length and velocity scales are typical
for observed values in synoptic-scale systems both in the tropics and at midlati-
tudes. We now wish to show how the corresponding characteristic scales for ver-
tical velocity and geopotential fluctuations are limited by the dynamic constraints
imposed by conservation of mass, momentum, and thermodynamic energy.
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We can estimate the magnitude of the geopotential fluctuation §® by scaling
the terms in the momentum equation (11.1). For this purpose it is convenient to
compare the magnitude of the horizontal inertial acceleration,

(VeV)V ~U?/L

with each of the other terms in (11.1) as follows:

10V /31| /|(V e V)V| ~ 1 (11.5)
lw*aV/0z"|/ (Ve V)V| ~WL/UH < 1 (11.6)
|k x V| /|(VeV)V|~ fL/U=Ro" ! <1 (11.7)
IVO[/|(VeV)V| ~ 8d/U? (11.8)

We have shown previously that in middle latitudes where f ~ 10~*s~!, the
Rossby number Ro is small so that to first approximation the Coriolis force and
pressure gradient force terms balance. In that case, §® ~ fUL. In the equato-
rial region, however, f < 1073 s~! and the Rossby number is of order unity or
greater. Therefore, it is not appropriate to assume that the Coriolis force balances
the pressure gradient force. In fact, (11.5)—(11.8) show that if the pressure gradi-
ent force is to be balanced in (11.1), the geopotential perturbation must scale as
8§® ~ U? ~ 100m? s~2, and geopotential perturbations associated with equato-
rial synoptic-scale disturbances will be an order of magnitude smaller than those
for midlatitude systems of similar scale.

This constraint on the amplitude of geopotential fluctuations in the tropics has
profound consequences for the structure of synoptic-scale tropical motion systems.
These consequences can be understood easily by applying scaling arguments to
the thermodynamic energy equation. It is first necessary to obtain an estimate of
the temperature fluctuations. The hydrostatic approximation (11.2) implies that for
systems whose vertical scale is comparable to the scale height

T = (H/R)d®/dz" ~ (8®/R) ~ U*/R ~ 0.3K (11.9)
Therefore, deep tropical systems are characterized by practically negligible

synoptic-scale temperature fluctuations. Referring to the thermodynamic energy
equation, we find that for such systems

3
(— + V-V) T ~03Kd™!
ot

In the absence of precipitation the diabatic heating is caused primarily by the
emission of long wave radiation, which tends to cool the troposphere at a rate
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of J/cp ~ 1K d~L. Because the actual temperature fluctuations are small, this
radiative cooling must be approximately balanced by adiabatic warming due to
subsidence. Thus, to a first approximation, (11.4) becomes a diagnostic relationship
for w*:

w*(NzH/R) =J/cp (11.10)

For the tropical troposphere, N>H/R ~ 3K km™!, thus the vertical motion
scale must satisfy W ~ 0.3cms™!, and W L/UH ~ 0.03 in (11.6). Therefore, in
the absence of precipitation the vertical motion is constrained to be even smaller
than in extratropical synoptic systems of a similar scale. Not only can the vertical
advection term be neglected in (11.1), but from the continuity equation (11.3),
the divergence of the horizontal wind is ~ 3 x 1077 s~!. Thus, the flow is nearly
nondivergent.

The quasi-nondivergent nature of the flow in the absence of convective distur-
bances in the tropics makes it possible to simplify the governing equations for that
situation. A theorem of Helmholtz> states that any velocity field can be divided
into a nondivergent part Vy, plus an irrotational part V, such that

V=V, +V,

where VeV, =0and V x V, = 0.
For a two-dimensional velocity field the nondivergent part can be expressed in
terms of a streamfunction { defined by letting

or in Cartesian components:
Uy = —0y/0y, vy =0y/ox

from which it is verified easily that VeVy = 0and ¢ = keV x Vy = V21/f.
Because the isolines of i correspond to streamlines for the nondivergent velocity
and the distance separating the isolines of v is inversely proportional to the mag-
nitude of the nondivergent velocity, the spatial distribution of Vy, can be pictured
easily by plotting lines of constant i on a synoptic chart.

We now approximate V by its nondivergent part Vy in (11.1) and neglect the
small vertical advection term to obtain an approximate momentum equation valid
for synoptic-scale motions in the tropics outside regions of precipitation:

v
S (Vg e V) Vi £ fkx Vy = =V (11.12)

3 See, for example, Bourne and Kendall (1968, p. 190).
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Using the vector identity
V.V

we can rewrite (11.12) as

A% Vy eV
a—th—v(d>+%>—ka¢(§+f) (11.13)
We next take k « Vx (11.13) to obtain the vorticity equation

<%+V¢.V> €+ /=0 (11.14)

valid for nondivergent flow. This equation shows that in the absence of condensa-
tion heating, synoptic-scale circulations in the tropics in which the vertical scale
is comparable to the scale height of the atmosphere must be barotropic; absolute
vorticity is conserved following the nondivergent horizontal wind. Such distur-
bances cannot convert potential energy to kinetic energy. They must be driven by
barotropic conversion of mean-flow kinetic energy or by lateral coupling either to
midlatitude systems or to precipitating tropical disturbances.

Because both the nondivergent velocity and the vorticity can be expressed in
terms of the streamfunction, (11.14) requires only the field of ¢ at any level in order
to make a prediction. The pressure distribution is neither required nor predicted.
Rather, it must be determined diagnostically. The relationship of the pressure and
streamfunction fields can be obtained by taking V«(11.13). This yields a diagnostic
relationship between the geopotential and streamfunction fields, which is usually
referred to as the nonlinear balance equation:

V2 [@Jré(vl/f)z} =v.[(f+v21/f) vw] (11.15)

For the special case of stationary circularly symmetric flow, (11.15) is equivalent to
the gradient wind approximation. Unlike the gradient wind, however, the balance
in (11.15) does not require information on trajectory curvature, and thus can be
solved for ® from knowledge of the instantaneous distribution of 1 on an isobaric
surface. Alternatively, if the @ distribution is known, (11.15) can be solved for
Y. In this case the equation is quadratic so that there are generally two possible
solutions, which correspond to the normal and anomalous gradient wind cases.
Such a balance condition is valid only when the above scaling arguments apply.
These, however, have been based on the assumptions that the depth scale is com-
parable to the scale height of the atmosphere and that the horizontal scale is of
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order 1000 km. There is a special class of planetary scale motions for which the
divergence term in the vorticity equation is important even outside of regions of
active precipitation (see Section 11.4). For such motions the pressure field cannot
be diagnosed from a balance relationship. Rather, the pressure distribution must
be predicted from the primitive equation form of the dynamics equations.

For precipitating synoptic-scale systems in the tropics, the above scaling con-
siderations require considerable modification. Precipitation rates in such systems
are typically of order 2 cm d~'. This implies condensation of m,, = 20 kg water
for an atmospheric column of 1 m? cross section. Because the latent heat of con-
densation is L. ~ 2.5 x 10° Jkg™!, this precipitation rate implies an addition of
heat energy to the atmospheric column of

myLe ~5x 10" Tm2d!

If this heat is distributed uniformly over the entire atmospheric column of mass
Po/g ~ 10* kgm™2, then the average heating rate per unit mass of air is

J/ep = [Lcmw/cp (PO/g)] ~5Kd™!

In reality the condensation heating due to deep convective clouds is not distributed
evenly over the entire vertical column, but is a maximum between 300 and 400
hPa, where the heating rate can be as high as 10 K d~!. In this case the approx-
imate thermodynamic energy equation (11.10) implies that the vertical motion
on the synoptic scale in precipitating systems must have a magnitude of order
W ~3cms™! in order that the adiabatic cooling can balance the condensation
heating in the 300-400-hPa layer. Therefore, the average vertical motion in precip-
itating disturbances in the tropics is an order of magnitude larger than the vertical
motion outside the disturbances. As a result the flow in these disturbances has
a relatively large divergent component so that the barotropic vorticity equation
(11.14) is no longer a reasonable approximation, and the full primitive equations
must be used to analyze the flow.

11.3 CONDENSATION HEATING

The manner in which the atmosphere is heated by condensation of water vapor
depends crucially on the nature of the condensation process. In particular, it is
necessary to differentiate between latent heat release through large-scale verti-
cal motion (i.e., synoptic-scale forced uplift) and the latent heat release due to
deep cumulus convection. The former process, which is generally associated with
midlatitude synoptic systems, can be incorporated easily into the thermodynamic
energy equation in terms of the synoptic-scale field variables. The large-scale
heating field resulting from the cooperative action of many cumulonimbus cells,
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however, requires representation of this type of latent heating in terms of the
synoptic-scale field variables, which is much more difficult.

Before considering the problem of condensation heating by cumulus convection,
it is worth indicating briefly how the condensation heating by large-scale forced
uplift can be included in a prediction model. The approximate thermodynamic
energy equation for a pseudoadiabatic process (9.38) states that

DIn6 L.\ D
Y~ ( ¢ > s (11.16)
Dr T ) Di

The change in g, following the motion is caused primarily by ascent, so that

Dqs | wags/dz forw > 0
EN{ 0 for w < 0 (L17)
and (11.16) can be written in the form
O Ve o 4w (0 4 Le 45 (11.18)
— . n w ~ .
ot dz cpT 0z

for regions where w > 0. However, from (9.40)

dlnd, dIno n L. 9g;
0z 0z cpT 0z

so that (11.18) can be written in a form valid for both positive and negative vertical
motion as

d
<E+V-V)9+wre%0 (11.19)

where I, is an equivalent static stability defined by

I~ 00In6,/0z forqg >qs andw >0
¢\ 80/0z forqg <gqy orw <0

Thus, in the case of condensation due to large-scale forced ascent (I, > 0), the
thermodynamic energy equation has essentially the same form as for adiabatic
motions except that the static stability is replaced by the equivalent static stability.
As a consequence, the local temperature changes induced by the forced ascent will
be smaller than for the case of forced dry ascent with the same lapse rate.

If, however, I', < 0, the atmosphere is conditionally unstable and condensation
will occur primarily through cumulus convection. In that case, (11.17) is still
valid, but the vertical velocity must be that of the individual cumulus updrafts, not
the synoptic-scale w. Thus, a simple formulation of the thermodynamic energy
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equation in terms of only the synoptic-scale variables is not possible. We can
still, however, simplify the thermodynamic energy equation to some extent. We
recall from Section 11.2 [see Eq. (11.10)] that due to the smallness of temperature
fluctuations in the tropics, the adiabatic cooling and diabatic heating terms must
approximately balance. Thus, (11.16) becomes approximately

dlno L. Dgs

- (11.20)
3z T Dt

w

The synoptic-scale vertical velocity w that appears in (11.20) is the average of very
large vertical motions in the active convection cells and small vertical motions in
the environment. Thus, if we let w’ be the vertical velocity in the convective cells
and the w vertical velocity in the environment, we have

w=aw + (1 —a)w (11.21)

where a is the fractional area occupied by the convection. With the aid of (11.17),
we can than write (11.20) in the form

dIno L 34,
AP £l (11.22)
0z cpT dz

w

The problem is then to express the condensation heating term on the right in (11.22)
in terms of synoptic-scale field variables.

This problem of parameterizing the cumulus convective heating is one of the
most challenging areas in tropical meteorology. A simple approach that has been
used successfully in some theoretical studies* is based on the fact that, because
the storage of water in the clouds is rather small, the total vertically integrated
heating rate due to condensation must be approximately proportional to the net
precipitation rate:

zr
— / (,oaw/aqs/az) dz=P (11.23)

where z. and z7 represent the cloud base and cloud top heights, respectively, and
P is the precipitation rate (kgm~2s~1).

Because relatively little moisture goes into changing the atmospheric vapor
mixing ratio, the net precipitation rate must approximately equal the moisture
convergence into an atmospheric column plus surface evaporation

Zm
p:_/ Ve(pgV)dz+ E (11.24)
0

4 See, for example, Stevens and Lindzen (1978).
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where E is the evaporation rate (kgm™2s~!) and z,, is the top of the moist layer
(zm ~ 2 km over much of the equatorial oceans). Substituting into (11.24) from
the approximate continuity equation for ¢,

Ve(pgV) + 3 (pqw) /dz~ 0 (11.25)

we obtain
P =(pwq),, +E (11.26)

Using (11.26) we can relate the vertically averaged heating rate to the synoptic-
scale variables w(z,,) and q(z;,).

We still, however, need to determine distribution of the heating in the vertical.
The most common approach is to use an empirically determined vertical distribu-
tion based on observations. In that case, (11.18) can be written as

dln® L.
9z pcpT

0
(—+V0V>ln9~|—w
ot

n (@ [(pwq)., +E]  (11.27)
where 1(z) = 0 for z < z. and z > z7 and n(z) for z, < z < z7 is a weighting
function that must satisfy
zr
/ ndz=1
Ze

Recalling that the diabatic heating must be approximately balanced by adiabatic
cooling as indicated in (11.22), we see from (11.27) that n(z) will have a vertical
structure similar to that of the large-scale vertical mass flux, pw . Observations
indicate that for many tropical synoptic-scale disturbances, 7(z) reaches its max-
imum at about the 400-hPa level, consistent with the divergence pattern shown in
Fig. 11.5.

The above formulation is designed to model average tropical conditions. In
reality the vertical distribution of diabatic heating is determined by the local dis-
tribution of cloud heights. Thus, the cloud height distribution is apparently a key
parameter in cumulus parameterization. A cumulus parameterization scheme in
which this distribution is determined in terms of the large-scale variables was
developed by Arakawa and Schubert (1974). A number of other schemes have
been suggested in the past decade. Discussion of these is beyond the scope of this
text.

114 EQUATORIAL WAVE THEORY

Equatorial waves are an important class of eastward and westward propagat-
ing disturbances in the atmosphere and in the ocean that are trapped about the
equator (i.e., they decay away from the equatorial region). Diabatic heating by



11.4 EQUATORIAL WAVE THEORY 395

organized tropical convection can excite atmospheric equatorial waves, whereas
wind stresses can excite oceanic equatorial waves. Atmospheric equatorial wave
propagation can cause the effects of convective storms to be communicated over
large longitudinal distances, thus producing remote responses to localized heat
sources. Furthermore, by influencing the pattern of low-level moisture conver-
gence, atmospheric equatorial waves can partly control the spatial and temporal
distribution of convective heating. Oceanic equatorial wave propagation, however,
can cause local wind stress anomalies to remotely influence the thermocline depth
and the SST, as was discussed in Section 11.1.6.

11.4.1 Equatorial Rossby and Rossby—Gravity Modes

A complete development of equatorial wave theory would be rather complicated.
In order to introduce equatorial waves in the simplest possible context we here use
a shallow water model, analogous to that introduced in Section 7.3.2, and concen-
trate on the horizontal structure. Vertical propagation in a stratified atmosphere
is discussed in Chapter 12. For simplicity, we consider the linearized momentum
and continuity equations for a fluid system of mean depth %, in a motionless basic
state. Because we are interested only in the tropics, we utilize Cartesian geome-
try on an equatorial B-plane. In this approximation, terms proportional to cos¢
are replaced by unity, and terms proportional to sing are replaced by y/a, where
v is the distance from the equator and a is the radius of the earth. The Coriolis
parameter in this approximation is given by

f =By (11.28)

where 8 = 2Q2/a, and 2 is angular velocity of the earth. The resulting linearized
shallow water equations for perturbations on a motionless basic state of mean depth
h. may be written as

ou' /ot — Byv' = —0d dx (11.29)
0v'/at + Byu' = —0d'dy (11.30)
dP' /0t + ghe (0u'/3x + 9v'/dy) =0 (11.31)

where ®' = gh’ is the geopotential disturbance, and primed variables designate
perturbation fields.

The x and ¢ dependence may be separated by specifying solutions in the form
of zonally propagating waves:

u(y)
V] = l:)(y) exp[i (kx — vt)] (11.32)
P’ D (»)
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Substitution of (11.32) into (11.29)—(11.31) then yields a set of ordinary differential
equations in y for the meridional structure functions i, 0, ®:

—ivii — Byd = —ikd (11.33)
—ivD + Byt = —9d/dy (11.34)
—iv® + gh, (ikit + 89/3y) = 0 (11.35)

If (11.33) is solved for u and the result substituted into (11.34) and (11.35), we
obtain

(,32)/2— uz)ﬁ=ikﬂyci>+iuaci>/ay (11.36)
. 3k

<v2 - ghekz) & + ivgh, <—” - —ﬁyﬁ) —0 (11.37)
ay v

Finally, (11.37) can be substituted into (11.36) to eliminate o, yielding a second-
order differential equation in the single unknown, v:

320 V2 k B%y?
— -k —=p) - D=0 11.38
e [(ghe vﬁ) ghe }U (138

Because (11.38) is homogeneous, we expect that nontrivial solutions satisfying
the requirement of decay at large |y| will exist only for certain values of v, corre-
sponding to frequencies of the normal mode disturbances.

Before discussing this equation in detail, it is worth considering the asymptotic
limits that occur when either 4, — oo or 8 = 0. In the former case, which is
equivalent to assuming that the motion is nondivergent, (11.38) reduces to

929 k
—— + |-k ==B|D=0
8y2+[ vﬂ}v

Solutions exist of the form ¥ ~ exp (ily), provided that v satisfies the Rossby wave
dispersion relationship, v = —pBk/(k> + [?). This illustrates that for nondivergent
barotropic flow, equatorial dynamics is in no way special. The rotation of the earth
enters only in the form of the 8 effect; it is not dependent on f. However, if 8 = 0,
all influence of rotation is eliminated and (11.38) reduces to the shallow water
gravity wave model, which has nontrivial solutions for

v== [ghe (k2 + 12)]1/2

Returning to (11.38), we seek solutions for the meridional distribution of 9,
subject to the boundary condition that the disturbance fields vanish for |y| — oo.
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This boundary condition is necessary because the approximation f ~ By is not
valid for latitudes much beyond £30°, so that solutions must be trapped equato-
rially if they are to be good approximations to the exact solutions on the sphere.
Equation (11.38) differs from the classic equation for a harmonic oscillator in y
because the coefficient in square brackets is not a constant, but is a function of
y. For sufficiently small y this coefficient is positive and solutions oscillate in
», whereas for large y, solutions either grow or decay in y. Only the decaying
solutions, however, can satisfy the boundary conditions.

It turns out’ that solutions to (11.38), which satisfy the condition of decay far
from the equator, exist only when the constant part of the coefficient in square
brackets satisfies the relationship

Jah [k 2
§€<——,3—k2+v7>=2n+1; n=012,... (11.39)
Vv

e
which is a cubic dispersion equation determining the frequencies of permitted
equatorially trapped free oscillations for zonal wave number k£ and meridional mode
number n. These solutions can be expressed most conveniently if y is replaced by
the nondimensional meridional coordinate

e=(p/Vare)

Then the solution has the form

5 (§) = voHy (&) exp (—£2/2) (11.40)

where v, is a constant with velocity units, and H,, (§) designates the nth Hermite
polynomial. The first few of these polynomials have the values

Ho=1, Hj(§)=28 Hy() =45>-2

Thus, the index » corresponds to the number of nodes in the meridional velocity
profile in the domain |y| < oo.

In general the three solutions of (11.39) can be interpreted as eastward and west-
ward moving equatorially trapped gravity waves, and westward moving equatorial
Rossby waves. The case n = 0 (for which the meridional velocity perturbation has
a Gaussian distribution centered at the equator) must be treated separately. In this
case the dispersion relationship (11.39) factors as

v B %
Y _r +k)=() (11.41)
<Vghe v )(«/ghe

5 See Matsuno (1966).
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The root v/k = —./gh., corresponding to a westward propagating gravity
wave, is not permitted, as the second term in parentheses in (11.41) was implicitly
assumed not to vanish when (11.36) and (11.37) were combined to eliminate o.
The roots given by the first term in parentheses in (11.41) are

v =kgh lj:1<1+i)1/2 (11.42)
T AVElel 5+ 5 2 Jghe ‘

The positive root corresponds to an eastward propagating equatorial inertia—
gravity wave, whereas the negative root corresponds to a westward propagating
wave, which resembles an inertia—gravity wave for long zonal scale (k —0) and
resembles a Rossby wave for zonal scales characteristic of synoptic-scale distur-
bances. This mode is generally referred to as a Rossby—gravity wave. The horizon-
tal structure of the westward propagating » = 0 solution is shown in Fig. 11.13,
whereas the relationship between frequency and zonal wave number for this and
several other equatorial wave modes is shown in Fig. 11.14.

11.4.2 Equatorial Kelvin Waves

In addition to the modes discussed in the previous section, there is another equa-
torial wave that is of great practical importance. For this mode, which is called the
equatorial Kelvin wave, the meridional velocity perturbation vanishes and (11.33)-
(11.35) are reduced to the simpler set

—ivii = —ik® (11.43)
Byit = —0d/dy (11.44)
—iv® + gh, (ikit) =0 (11.45)

Equator

Fig. 11.13 Plan view of horizontal velocity and height perturbations associated with an equatorial
Rossby—gravity wave. (Adapted from Matsuno, 1966.)
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Fig. 11.14 Dispersion diagram for free equatorial waves. Frequency and zonal wave numbers have
been nondimensionalized by defining

v = (pVeie) ke =k (Vaess)

Curves show dependence of frequency on zonal wave number for eastward and westward
gravity modes and for Rossby and Kelvin modes. (k* axis tic marks at unit interval with
0 on left.)

Combining (11.43) and (11.45) to eliminate ®, we see that the Kelvin wave dis-
persion equation is identical to that for ordinary shallow water gravity waves:

= Ww/k)? = ghe (11.46)

According to (11.46), the phase speed c can be either positive or negative. However,
if (11.43) and (11.44) are combined to eliminate ®, we obtain a first-order equation
for determining the meridional structure:

Byii = —cdii/dy (11.47)
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Fig. 11.15 Plan view of horizontal velocity and height perturbations associated with an equatorial
Kelvin wave. (Adapted from Matsuno, 1966.)

which may be integrated immediately to yield

il = u, exp (—ﬂ 32 /2c) (11.48)

where u( is the amplitude of the perturbation zonal velocity at the equator. Equation
(11.48) shows that if solutions decaying away from the equator are to exist, the
phase speed must be positive (¢ > 0). Thus, Kelvin waves are eastward propagating
and have zonal velocity and geopotential perturbations that vary in latitude as
Gaussian functions centered on the equator. The e-folding decay width is given by

Yk = [2¢/B1"?

which for a phase speed ¢ = 30ms~! gives Yx & 1600 km.

The perturbation wind and geopotential structure for the Kelvin wave are shown
in plan view in Fig. 11.15. In the zonal direction the force balance is exactly that
of an eastward propagating shallow water gravity wave. A vertical section along
the equator would thus be the same as that shown in Fig. 7.9. The meridional
force balance for the Kelvin mode is an exact geostrophic balance between the
zonal velocity and the meridional pressure gradient. It is the change in sign of the
Coriolis parameter at the equator that permits this special type of equatorial mode
to exist.

11.5 STEADY FORCED EQUATORIAL MOTIONS

Not all zonally asymmetric circulations in the tropics can be explained on the
basis of inviscid equatorial wave theory. For quasi-steady circulations the zonal
pressure gradient force must be balanced by turbulent drag rather than by inertia.
The Walker circulation may be regarded as a quasi-steady equatorially trapped
circulation that is generated by diabatic heating. The simplest models of such
circulations specify the diabatic heating and use the equations of equatorial wave
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theory to compute the atmospheric response. These models, however, neglect the
fact that the distribution of diabatic heating is highly dependent on the mean wind
and equivalent potential temperature distributions in the boundary layer. These
in turn depend on the surface pressure and the moisture distribution, which are
themselves dependent on the motion field. Thus, in a consistent model the diabatic
heating cannot be regarded as an externally specified quantity, but must be obtained
as part of the solution by, for example, using the cumulus parameterization scheme
illustrated in Section 11.3.

As indicated in (11.27) this scheme requires information on the vertical dis-
tribution of convective heating in order to solve for the temperature perturbation
throughout the troposphere. There is, however, evidence that the essential features
of stationary equatorial circulations can be partly explained on the basis of a model
that involves only the boundary layer. This is perhaps not surprising since the main-
tenance of a convective system depends on evaporation and moisture convergence
in the boundary layer. Over the tropical oceans the boundary layer can be approx-
imated as a mixed layer of about 2 km depth, which is capped by an inversion,
across which there is a density discontinuity ép (see Fig. 5.2). The virtual temper-
ature in the mixed layer is strongly correlated with the sea surface temperature.
If we assume that the pressure field is uniform at the top of the mixed layer, the
surface pressure will be determined by hydrostatic mass adjustment within the
mixed layer. (The system is analogous to the two-layer model discussed in Sec-
tion 7.3.2.) The resulting pressure perturbation in the layer depends on the density
discontinuity at the top of the layer and the deviation, 4, of the layer depth from
its mean depth Hj. In addition, there will be a contribution from the perturbation
virtual potential temperature, 6,, within the mixed layer. Thus, the perturbation
geopotential in the mixed layer can be expressed as

O =g ©p/po)h —T'0y (11.49)

where I' = (gH)/6p) is a constant and pg and 6 are constant mixed layer reference
values of density and potential temperature, respectively.

According to (11.49), positive sea surface temperature anomalies and negative
boundary layer height anomalies will produce low surface pressures, and vice
versa. If the boundary layer depth does not vary too much, the surface pressure
gradient will thus tend to be proportional to the sea surface temperature gradient.
The dynamics of steady circulations in such a mixed layer can be approximated by a
set of linear equations analogous to the equatorial wave equations (11.29)—(11.31),
but with the time derivative terms replaced by linear damping terms.

Thus, in the momentum equations the surface eddy stress is taken to be pro-
portional to the mean velocity in the mixed layer. In the continuity equation the
perturbation in the mixed layer height is proportional to the mass convergence in
the layer, with a coefficient that is smaller in the presence of convection than in
its absence, due to ventilation of the boundary layer by convection. The x and y



402 11 TROPICAL DYNAMICS

components of the vertically averaged momentum equation for steady motions in
the mixed layer can then be written as

au — Byv+ 0®/dx =0 (11.50)

av+ Byu+9®/dy =0 (11.51)

whereas the continuity equation can be expressed as
ah+ Hp (1 —¢) (du/dx + dv/dy) =0 (11.52)

where ¢ is a coefficient that is zero in the absence of convection and of order 3/4
when convection occurs. Substituting from (11.49) into (11.52) yields

a® + 2 (1 —¢) (du/dx + dv/dy) = —aT0, (11.53)
where cg = g (8p/po) Hp is the square of the phase speed for gravity waves
propagating along the inversion at the top of the mixed layer. [See Battisti et al.,

(1999) for a more complete discussion.]
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Fig. 11.16 Steady surface circulation forced by sea surface temperature anomalies characteristic of
El Nifio in the equatorial Pacific (courtesy of D. Battisti).
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Equations (11.50), (11.51), and (11.53) are a closed set for prediction of the
boundary layer variables u, v, ® for a specified boundary layer perturbation virtual
temperature 6,,. However, because the parameter ¢ depends on the presence or
absence of convection, the system can only be solved by iteration through using
(11.24) to test for the presence of convection. This model can be used to compute
the steady surface circulation. A sample calculation of the anomalous circulation
for temperature anomalies corresponding to a typical ENSO event is shown in
Fig. 11.16. Note that the region of convergence is narrower than the region of
warm SST anomalies due to the convective feedback in the boundary layer model.

PROBLEMS

11.1. Suppose that the relative vorticity at the top of an Ekman layer at 15°N is
& =2x 107 s~ Let the eddy viscosity coefficient be K,, = 10m?s~!
and the water vapor mixing ratio at the top of the Ekman layer be 12 gkg .
Use the method of Section 11.3 to estimate the precipitation rate due to

moisture convergence in the Ekman layer.

11.2. As mentioned in Section 11.1.3, barotropic instability is a possible energy
source for some equatorial disturbances. Consider the following profile for
an easterly jet near the equator:

it (y) = —ug sin® [ (y — 10)]

where ug, )o, and / are constants and y is the distance from the equator.
Determine the necessary conditions for this profile to be barotropically
unstable.

11.3. Show that the nonlinear terms in the balance equation (11.15)

1
G (x,y) = —V? (va .vw) +V. (Vyviy)
may be written in Cartesian coordinates as
2
Gx,y) =2 [(azw/axz) (azw/ayz) - (82¢/8x8y> }

11.4. With the aid of the results of Problem 11.3, show that if f is assumed to

be constant the balance equation (11.15) is equivalent to the gradient wind

equation (3.15) for a circularly symmetric regular low with geopotential

perturbation given by

® =D, <x2 +y2> /L2
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11.5.

11.6.

11.7.

11.8.

11 TROPICAL DYNAMICS

where @ is a constant geopotential and L a constant length scale. Hint:
Assume that 1 (x, y) has the same functional dependence on (x, y) as
does P.

Starting from the perturbation equations (11.29)—(11.31), show that the
sum of kinetic plus available potential energy is conserved for equatorial
waves. Hence, show that for the Kelvin wave there is an equipartition of
energy between kinetic and available potential energy.

Solve for the meridional dependence of the zonal wind and geopotential
perturbations for a Rossby—gravity mode in terms of the meridional veloc-
ity distribution (11.40).

Use the linearized model (11.50) and (11.51) to compute the meridional
distribution of divergence in the mixed layer for a situation in which the
geostrophic wind is given by u, = u, exp (—B3?/2c), v = 0 where ug
and c are constants.

Show that the frequency of the n = 1 equatorial Rossby mode is given
approximately by v = —kf (k2 + 38/ ghe) ~! and use this result to solve

for the u (y) and d( y) fields in terms of 9(y). Hint: Use the fact that the
Rossby wave phase speed is much less than /g#.

MATLAB EXERCISES

M11.1. The MATLAB script profile 2.m and the function Tmoist.m use

December—March seasonal mean pressure and temperature data for
Samoa (14°S, 171°W) in the file tropical_temp.dat, together with an
assumed constant relative humidity of 80%, to calculate and graph verti-
cal profiles of temperature, dewpoint, and the temperature corresponding
to pseudoadiabatic ascent from the lifting condensation level for a par-
cel lifted from the lowest level of the sounding. Modify this script to
plot profiles of the potential temperature, the equivalent potential tem-
perature, and the saturation equivalent potential temperature. (Hint: See
Problem M9.2.)

M11.2. For the thermodynamic sounding of Exercise M11.1, compute the CAPE

and the profile of vertical velocity for a parcel lifted from the lowest layer
in the absence of entrainment. What is the maximum vertical velocity
and what is the distance that the parcel overshoots its level of neutral
buoyancy? What can you conclude about convection associated with this
mean tropical sounding?

M11.3. Consider a simple nondivergent flow given by the streamfunction ¥ =

Asinkx sin/y. The MATLAB script nonlinear_balance.m solves the
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M11.4.

M11.5.

M11.6.

nonlinear balance equation (11.15) for the corresponding geopotential
@, assuming that the Coriolis parameter is a constant corresponding to
its value at 30° N. Run this script for several values of the amplitude, 4,
in the range 0.4 x 107 t04.0 x 10’ m?s~!. Note how the geopotential
field depends on 4. For the case 4 = 4.0 x 10’m? s~ 'use the gradient
function in MATLAB to compute the geostrophic wind, and hence find
the ageostrophic wind. Plot these as quiver plots and explain why the
ageostrophic wind has the structure seen in your plot.

A simple model for the horizontal flow in the mixed layer on an equatorial
B plane forced by an equatorial wave mode is given by the following
equations:

ou LB P
— = —au v — —
o1 T
v 0P
— =—av — Byu — —
ot ay

where @ (x, y, t) is given by (11.32) for the appropriate mode. The MAT-
LAB script equatorial mixed_layer.m solves these equations numeri-
cally for the horizontal velocity components and divergence field in the
mixed layer forced by a specified Rossby—gravity wave (n = 0 mode)
geopotential perturbation corresponding to a westward propagating dis-
turbance of zonal wavelength 4000 km and +/gh, = 18 ms~'. Run the
code for along enough time so that the solution becomes periodic in time.
Rerun the model for zonal wavelength 10,000 km and v/gh, = 36 ms~!.
In each case compare the frequency of the oscillation with the Coriolis
parameter at the latitude of maximum convergence forced by the wave.
What can you conclude from these results?

Modify the MATLAB script of M11.4 to compute the mixed layer veloc-
ity and divergence pattern for the n = 1 Rossby mode for zonal wave-
length 4000 km and +/gh. = 18 ms~! using the formulas for frequency
and geopotential derived in Problem 11.8.

The MATLAB script forced_equatorial_ mode2.m shows the time devel-
opment of the velocity and height perturbations produced by a transient
localized mass source for shallow water waves on an equatorial S-plane.
The model is based on equations (11.50), (11.51), and (11.53), but with
time tendency terms included (¢ = 0 is set here, but you can experiment
with different values if you wish). The source is located at the equator
at x = 0. It rises smoothly in amplitude for the first 2.5 days and then
decreases to 0 at day 5. Modify the script to contour the divergence and
the vorticity. Run the script for a 10-day period and interpret the results
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in terms of equatorial wave theory by noting the structure and speeds of
energy propagation for the disturbances to the east and west of the source.

Suggested References

Philander, El Nifio, La Nifia, and the Southern Oscillation is a well-written text that covers the dynamics
of both atmospheric and oceanographic aspects of ENSO at an advanced level.

Trenberth (1991) is an excellent review article on ENSO.

Wallace (1971) is a detailed review of the structure of synoptic-scale tropospheric wave disturbances
in the equatorial Pacific.

Webster and Fasullo (2003) present an excellent review of the structure and dynamics of tropical
monsoons.



CHAPTER 12

Middle Atmosphere Dynamics

The middle atmosphere is generally regarded as the region extending from the
tropopause (about 10—16 km altitude depending on latitude) to about 100 km. The
bulk of the middle atmosphere consists of two main layers, the stratosphere and
the mesosphere, which are distinguished on the basis of temperature stratification
(Fig. 12.1). The stratosphere, which has large static stability associated with an
overall increase of temperature with height, extends from the tropopause to the
stratopause at about 50 km. The mesosphere, which has a lapse rate similar to
that in the troposphere, extends from the stratopause to the mesopause at about
80-90 km.

Previous chapters of this text have focused almost exclusively on the dynamics
of the troposphere. The troposphere accounts for about 85% of the total mass
of the atmosphere and virtually all atmospheric water. There can be little doubt
that processes occurring in the troposphere are primarily responsible for weather
disturbances and climate variability. Nevertheless the middle atmosphere cannot be
neglected. The troposphere and the middle atmosphere are linked through radiative
and dynamical processes that must be represented in global forecast and climate
models. They are also linked through the exchange of trace substances that are
important in the photochemistry of the ozone layer. This chapter focuses primarily

407
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Fig. 12.1 Midlatitude mean temperature profile. Based on the U.S. Standard Atmosphere (1976).

on dynamical processes in the lower part of the middle atmosphere and their links
to the troposphere.

12.1 STRUCTURE AND CIRCULATION OF THE MIDDLE
ATMOSPHERE

Zonal mean temperature cross sections for January and July in the lower and mid-
dle atmosphere are shown in the upper panels of Figs. 12.2 and 12.3, respectively.
Because very little solar radiation is absorbed in the troposphere, the thermal struc-
ture of the troposphere is maintained by an approximate balance among infrared
radiative cooling, vertical transport of sensible and latent heat away from the sur-
face by small-scale eddies, and large-scale heat transport by synoptic-scale eddies.
The net result is a mean temperature structure in which the surface temperature
has its maximum in the equatorial region and decreases toward both the winter
and the summer poles. There is also a rapid decrease in altitude, with a lapse rate
of about 6°C km~!.
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Fig. 12.2 Observed monthly and zonally averaged temperature (K) and zonal wind (m s~ for
January. (Based on Fleming et al., 1990.)

In the stratosphere, however, infrared radiative cooling is in the mean balanced
primarily by radiative heating due to the absorption of solar ultraviolet radiation by
ozone. As a result of the solar heating in the ozone layer, the mean temperature in
the stratosphere increases with height to a maximum at the stratopause near 50 km.
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Fig. 12.3 Observed monthly and zonally averaged temperature (K) and zonal wind (m s™1) for July.
(Based on Fleming et al., 1990.)

Above the stratopause, temperature decreases with height due to the reduced solar
heating of ozone.

The meridional temperature structure in the middle atmosphere is also quite
different from that in the troposphere. In the lower stratosphere, where the temper-
ature is strongly influenced by upper tropospheric processes, there is a temperature
minimum at the equator and maxima at the summer pole and in midlatitudes of
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the winter hemisphere. Above about 30 hPa the temperature decreases uniformly
from summer pole to winter pole, in qualitative accord with radiative equilibrium
conditions.

Mean zonal wind climatologies for the middle atmosphere are usually derived
from the satellite observed temperature field. This is done using the geostrophic
winds on an isobaric surface in the lower stratosphere (obtained from conventional
meteorological analyses) as alower boundary condition and integrating the thermal
wind equation vertically. January and July mean zonal wind cross sections are
shown in the lower panels of Figs. 12.2 and 12.3, respectively. The main features
are an easterly jet in the summer hemisphere and a westerly jet in the winter
hemisphere, with maxima in the wind speeds occurring near the 60-km level. Of
particular significance are the high-latitude westerly jets in the winter hemispheres.
These polar night jets provide wave guides for the vertical propagation of quasi-
stationary planetary waves. In the Northern Hemisphere the EP flux convergence
due to such waves occasionally leads to rapid deceleration of the mean zonal
flow and an accompanying sudden stratospheric warming in the polar region, as
discussed in Section 12.4.

The zonal mean flow in the equatorial middle atmosphere is strongly influenced
by vertically propagating inertia—gravity waves and by equatorial wave modes,
especially the Kelvin and Rossby—gravity modes. These waves interact with the
mean flow to produce a long period oscillation called quasi-biennial oscillation.
This oscillation produces large year-to-year variability in the mean zonal wind in
the equatorial middle atmosphere, which is not shown in the long-term means of
Fig. 12.3.

12.2 THE ZONAL-MEAN CIRCULATION OF THE MIDDLE
ATMOSPHERE

As discussed in Section 10.1, the general circulation of the atmosphere considered
as a whole can be regarded to a first approximation as the atmospheric response to
the diabatic heating caused by absorption of solar radiation at the surface. Thus, it
is reasonable to say that the atmosphere is driven by differential diabatic heating.
For an open subregion of the atmosphere, such as the middle atmosphere, it is not
correct, however, to assume that the circulation is driven by diabatic heating. It is,
rather, necessary to consider the transfer of momentum and energy between that
subregion and the rest of the atmosphere.

In the absence of eddy motions, the zonal-mean temperature of the middle
atmosphere would relax to a radiatively determined state in which, except for a
small lag due to thermal inertia, the temperature would correspond to an annually
varying radiative equilibrium following the annual cycle in solar heating. The
circulation in such a situation would consist only of a zonal-mean zonal flow in
thermal wind balance with the meridional temperature gradient. Neglecting small
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effects of the annual cycle, there would be no meridional or vertical circulation
and no stratosphere—troposphere exchange for such a hypothetical state.

A cross section of the radiatively determined temperature during a Northern
Hemisphere winter is shown in Fig. 12.4. It should be compared to the observed
temperature profile for the same season that was shown in Fig. 12.2. Although
the rather uniform increase of temperature from winter pole to summer pole in
the region of 30- to 60-km altitude is qualitatively consistent with the radiatively
determined distribution, the actual temperature difference between the two poles is
much smaller than in the radiatively determined state. Above 60 km even the sign of
the gradient is opposite to that in the radiative solution; the observed temperatures
near the summer polar mesopause are much colder than those near the winter polar
mesopause.

Departures from this radiatively determined state must be maintained by eddy
transports. Thus, rather than causing the mean circulation, the radiative heating

January Radiatively Determined Temperature

Height (km)

Latitude

Fig.12.4 Radiatively determined middle atmosphere temperature distribution (K) for Northern winter
soltice from a radiative model that is time marched through an annual cycle. Realistic
tropospheric temperatures and cloudiness are used to determine the upward radiative flux
at the tropopause. (Based on Shine, 1987.)
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and cooling patterns observed in the middle atmosphere are a result of the eddies
driving the flow away from a state of radiative balance. This eddy-driven circu-
lation has meridional and vertical wind components that induce substantial local
departures from radiative equilibrium, especially in the winter stratosphere and in
the mesosphere in both winter and summer.

12.2.1 Lagrangian Motion of Air Parcels

Viewed in the conventional Eulerian mean framework (Section 10.2.1), the time-
averaged zonal-mean temperature distribution in the middle atmosphere is deter-
mined by the net balance among net radiative heating or cooling, eddy heat
transport, and adiabatic heating or cooling by the mean meridional circulation
(v, w). That this framework does not provide a useful model for transport in the
meridional plane can be seen easily by considering steady-state adiabatic motion in
the presence of large-scale waves. According to (10.12), in such a situation waves
that have a positive poleward heat flux must drive a nonzero w, with upwelling at
high latitudes and downwelling at low latitudes corresponding to the regions of
heat flux convergence and divergence, respectively. However, if the flow is adia-
batic, there can be no motion across the isentropes, and hence in steady state there
can be no net vertical transport even though w is nonzero. Thus, w clearly does
not provide an approximation to the vertical motion of air parcels (i.e., the vertical
transport) in such a situation.

But how can vertical transport vanish when the Eulerian mean vertical motion
is finite? The resolution of this “nontransport” paradox can be illustrated by con-
sidering the kinematics of adiabatic flow in the presence of a stationary large-scale
wave superposed on a background westerly flow as shown in Fig. 12.5a. Parcels
moving along the streamlines labeled Si, S>, S5 will oscillate about their mean
latitudes, moving equatorward and upward, then poleward and downward follow-
ing the up and down displacements of the isentropic surfaces associated with the
wave. However, over a full wave period there can be no net vertical motion follow-
ing the parcels, as the parcels must remain on the same isentropic surface. Hence
there can be no vertical transport. If, however, an average vertical velocity is com-
puted by taking the mean along a constant latitude circle, then as clearly shown in
Fig. 12.5a, on the latitude circle ¢3 poleward of the maximum in wave amplitude
the Eulerian mean is upward [w (¢3) > 0], as regions of upward motion dominate
over regions of downward motion at that latitude. Conversely, on the latitude circle
¢1 equatorward of the maximum in wave amplitude the Eulerian mean is down-
ward [w (¢1) < 0]. The conventional Eulerian mean circulation thus suggests
misleadingly that a trace constituent would be transported upward poleward of the
latitude of maximum wave amplitude and downward equatorward of that latitude.
In reality, air parcels in this idealized example of adiabatic wave motion are not
undergoing net vertical displacements, but are simply oscillating back and forth
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Fig. 12.5 Parcel motions for an adiabatic planetary wave in a westerly zonal flow. (a) Solid lines
labeled S, S>, S3, are parcel trajectories, heavy dashed lines are latitude circles, and light
dashed lines are contours of vertical velocity field. (b) Projection of parcel oscillations on
the meridional plane.

along the same isentropic surface with trajectories whose meridional projections
are closed ellipses as shown in Fig. 12.5b. In such a situation there is no net vertical
parcel motion, and thus no net vertical transport.

Only if there is net diabatic heating or cooling can there be mean transport
across the isentropes. In the winter stratosphere, where stationary planetary wave
amplitudes tend to be large and there is diabatic heating at low latitudes and diabatic
cooling at high latitudes, the meridional projection of actual parcel motions is
a combination of the elliptical orbits of Fig. 12.5b and mean vertical drift as
indicated in Fig. 12.6, which clearly shows that a vertically stratified long-lived
trace constituent is transported upward at low latitudes and downward at high
latitudes due to vertical transport of fluid parcels associated with diabatic heating
and cooling. Thus, in order to represent net transport effects efficiently, a zonal
averaging process should yield an average vertical circulation that mimics the net
cross isentropic parcel motion.
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Fig. 12.6 Projections of parcel motions on the meridional plane for planetary waves in westerlies
with diabatic heating at low latitudes and diabatic cooling at high latitudes. Thin dashed
lines show tilting of iso-surfaces of tracer mixing ratio due to transport by the diabatic
circulation.

12.2.2 The Transformed Eulerian Mean

In many circumstances the transformed Eulerian mean (TEM) equations intro-
duced in Section 10.2.2 provide a useful model for the study of global-scale middle
atmospheric transport. Recall that in this formulation the zonal-mean momentum,
mass continuity, thermodynamic energy, and thermal wind equations have the
form!

dujdt — fov* =p,  VeF+X =G (12.1)

aT /3t + N*HR™'w* = —a, [T =T, (y, 2, 1)] (12.2)
aT* /3y + py 19 (pow*) /92 =0 (12.3)
fodu/dz+ RH'9T /oy =0 (12.4)

Here the residual circulation (v*, w*) is as defined in (10.16a,b), F designates the
EP flux due to large-scale eddies, X is the zonal force due to small-scale eddies (e.
g., gravity wave drag), and G designates the total zonal force. In (12.2) the diabatic
heating is approximated in terms of a Newtonian relaxation proportional to the
departure of the zonal mean temperature 7 (y, z, t) from its radiative equilibrium
value Tr( ¥, z, t) where «, is the Newtonian cooling rate.

To understand how eddies can lead to departures of the zonal-mean temperature
distribution in the middle atmosphere from its radiatively determined state, we
use the TEM system of equations to consider an idealized model of extratropical
forcing. The dependence of the circulation on forcing frequency can be examined
in an idealized model in which T, is taken to be a function of height alone and the

L' Asin Chapter 10 we express the log-pressure coordinate simply as z rather than z*.
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forcing has a simple harmonic dependence in time with frequency o. Then, w*

and G are of the form:
w* | W (¢, z) it

where 1 and G are complex latitude and height dependent amplitudes. Combining
(12.1) and (12.3) to elim_inate v * and combining the resulting equation with (12.2)
and (12.4) to eliminate T yields a partial differential equation for w:

" ; 2\ 527 A
9 (la (Pow)> L ( o > (N_> o 19 (E) (12.6)
dz \ pp 0z io+ o f02 9y? foody \ 0z
The structure of © in the meridional plane depends on the latitudinal and vertical
distribution of the forcing G. The differential equation (12.6) is elliptic in form.
Such a form implies that a forcing applied locally in any region will produce a
nonlocal response in the form of a large-scale circulation that acts to maintain the
zonal flow in thermal wind balance with the meridional temperature gradient.
As suggested by the coefficients of (12.6), the character of the nonlocal response
depends on the ratio of the frequency of the forcing to the Newtonian relaxation
rate. We consider three cases:

(i) High-frequency variations o > «,: The motions are approximately adia-
batic (as is true in sudden stratospheric warmings); that is

io
-1

io +a;

Away from the forcing region, the right-hand side of (12.6) vanishes so that
the two terms on the left must balance each other. For this balance to hold, a
simple scaling argument indicates that in midlatitudes the vertical scale §z
of the response must be related to the horizontal scale as §z ~ (fo/N) 8y ~
10725y.

(i1) Low-fﬁ}equency variations, such as the annual cycle: The Newtonian relax-
ation coefficient has a magnitude of order o &~ 1/ (20 days) in the lower
stratosphere, increasing to o, ~ 1/ (5 days) near the stratopause. Thus
o, > o and the coefficient multiplying the second term on the left in (12.6)
is reduced from its value in case (i) so that the vertical penetration scale is
increased.

(iii) Steady-state regime o /o — 0, In this limit 9u//9¢ = 0, and rather than
using (12.6), it is simpler to note that (12.1) in this case reduces to a simple
balance between the Coriolis force and the zonal drag force:

—for*=G (12.7)
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Combining this equation with the continuity equation (12.3) and requiring that
pow* — 0asz— oo

it follows that

e ¢]

d 1 —

z

According to (12.8), w* is zero in the regions, above a localized forcing region,
whereas it is constant for regions directly below it, hence the term “downward
control” is sometimes used to refer to this steady-state situation.

Substitution of (12.8) into the first law of thermodynamics (12.2) and neglecting
the time-dependent term yield an expression that explicitly shows the dependence
on the zonal force distribution of the departure of the time and zonally averaged
temperature from radiative equilibrium:

S — NH o |1 [ —

(T — T,) = — —/poGdz’ (12.9)
arpoR Ay | fo J

Thus, in steady state the departure of temperature from radiative equilibrium at a

given level depends on the meridional gradient of the zonal force distribution in

the column above that level.

For mathematical simplicity the variation of the Coriolis parameter with lati-
tude and other effects of spherical geometry have been neglected in deriving the
equations of this section. It is straightforward to extend this model to spherical
coordinates. Figure 12.7 shows streamlines of the meridional mass circulation in
response to isolated extratropical forcing for three cases corresponding to the dif-
fering frequency regimes discussed earlier, but with spherical geometry retained.

A comparison of Figs. 12.2 and 12.4 shows that the largest departures from
radiative equilibrium occur in the summer and winter mesosphere and in the polar
winter stratosphere. According to (12.9), these are the locations and seasons when
zonal forcing must be strongest. The zonal force in the mesosphere is believed to
be caused primarily by vertically propagating internal gravity waves. These trans-
fer momentum from the troposphere into the mesosphere, where wave breaking
produces strong zonal forcing. The zonal force in the winter stratosphere is due pri-
marily to stationary planetary Rossby waves. These, as discussed in Section 12.3,
can propagate vertically provided that the mean zonal wind is westerly and less
than a critical value that depends strongly on the wavelength of the waves. Hence,
in the extratropical stratosphere we expect a strong annual cycle in 87, with large
values (i.e., strong departure from radiative equilibrium) in winter and small in
summer. This is indeed observed (see Figs. 12.2 and 12.4). Furthermore, because
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Fig. 12.7 Response of the zonally symmetric circulation to a westward force applied in the shaded
region. Contours are streamlines of the TEM meridional circulation, with the same contour
interval used in each panel. (a) Adiabatic response for high-frequency forcing. (b) Response
for annual frequency forcing and 20-day radiative damping timescale; solid and dashed con-
tours show the response that is in phase and 90° out of phase with the forcing, respectively.
(c) Response to steady-state forcing. (After Holton et al., 1995.)
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eddy forcing maintains the observed temperature above its radiative equilibrium in
the extratropical stratosphere, there is radiative cooling and from (12.3) the resid-
ual vertical motion must be downward. By mass continuity it is then required that
the residual vertical motion be upward in the tropics, implying that the temperature
must be below radiative equilibrium in that region. Note that it is the dynamical
driving by extratropical eddies, rather than local forcing, that is responsible for the
upward residual motion and net radiative heating in the tropical stratosphere.

12.2.3 Zonal-Mean Transport

Viewed from the TEM perspective the overall meridional circulation in the win-
ter stratosphere is qualitatively as pictured in Fig. 12.8. The residual circulation
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Fig. 12.8 Schematic cross section of the wave-driven circulation in the middle atmosphere and its
role in transport. Thin dashed lines denote potential temperature surfaces. Dotted line is the
tropopause. Solid lines are contours of the TEM meridional circulation driven by the wave-
induced forcing (shaded region). Wavy double-headed arrows denote meridional transport
and mixing by eddy motions. Heavy dashed line shows an isopleth of mixing ratio for a
long-lived tracer.
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transfers mass and trace chemicals upward across the tropopause in the tropics
and downward in the extratropics. This vertical circulation is closed in the lower
stratosphere by a poleward meridional drift balanced by EP flux convergence.
That this schematic picture gives a qualitatively correct view can be ascertained by
examination of the zonal mean mixing ratio distribution of any long-lived vertically
stratified trace species. As an example, the distribution of N, O is shown in Fig. 12.9.
N, O is produced at the surface, is mixed uniformly in the troposphere, but decays
with height in the stratosphere due to photochemical dissociation. Thus, as shown
in Fig. 12.9, the mixing ratio decreases upward in the stratosphere. Note, how-
ever, that surfaces of constant mixing ratio are displaced upward in the tropics and
downward at higher latitudes, suggesting that the mean meridional mass transport
is upward in the tropics and downward in the extratropics as suggested in Fig. 12.9.

In addition to the slow meridional drift by the residual meridional velocity shown
in Fig. 12.9, tracers in the winter stratosphere are also subject to rapid quasi-
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Fig. 12.9 October zonal mean cross section of methane (ppmv) from observations by the Halogen
Occultation Experiment (HALOE) on the Upper Atmosphere Research Satellite (UARS).
Note the strong vertical stratification due to photochemical destruction in the stratosphere.
The upward bulging mixing ratio isopleths in the equatorial region are evidence of upward
mass flow in the equatorial region, whereas the downward sloping isopleths in high latitudes
are evidence of subsidence in the polar regions. The region of flattened isopleths in the
midlatitudes of the Southern Hemisphere is evidence for quasi-adiabatic wave transport
due to wintertime planetary wave activity. (After Norton, 2003.)
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isentropic transport and mixing by breaking planetary waves. Such eddy transport,
which is highly variable in space and time, must be included for quantitatively
accurate modeling of transport within the stratosphere.

In the mesosphere the residual circulation is dominated by a single circula-
tion cell with upward motion in the summer polar region, meridional drift from
the summer to the winter hemisphere, and subsidence in the winter polar region.
This circulation, like the residual circulation in the stratosphere, is eddy driven.
However, in the mesosphere it appears that the dominant eddies are vertically prop-
agating internal gravity waves, which have shorter scales in space and time than
the planetary waves that dominate the eddy activity in the stratosphere.

12.3 VERTICALLY PROPAGATING PLANETARY WAVES

In Section 12.1 we pointed out that the predominant eddy motions in the strato-
sphere are vertically propagating quasi-stationary planetary waves (Rossby waves)
and that these waves are confined to the winter hemisphere. In order to understand
the absence of synoptic-scale motions and the confinement of stationary planetary
waves to the winter hemisphere, it is necessary to examine the conditions under
which planetary waves can propagate vertically.

12.3.1 Linear Rossby Waves

To analyze planetary wave propagation in the stratosphere, it is convenient to
write the equations of motion in the log-pressure coordinate system introduced in
Section 8.4.1. For analysis of extratropical planetary wave motions in the middle
atmosphere, we may refer the motions to the midlatitude 8-plane and use the quasi-
geostrophic potential vorticity equation (6.24), which in log-pressure coordinates
can be written as

0
(8_t + Vg-V) g=0 (12.10)
where )
Jo 9 oY
= V2 — _r
q 1/fﬁ-J"-i-pO]\,z(,)Z PO

[Compare with Eq. (6.25)]. Here v = ®/f is the geostrophic streamfunction
and fj is a constant midlatitude reference value of the Coriolis parameter. We
now assume that the motion consists of a small-amplitude disturbance superposed
on a constant zonal-mean flow. Thus, letting = —uy + ¥',q = ¢ + ¢/, and
linearizing (12.10) we find that the perturbation ¢’ field must satisfy

5 o\,
9 0 —0 12.11
(8t+u3x>q+'38x (12.11)
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where

f2 a a,(/f/
"= V2 O —(po— 12.12
q 14 +p0N232 PO ( )

Equation (12.11) has solutions in the form of harmonic waves with zonal and
meridional wave numbers & and / and zonal phase speed ¢, :

U (x, y,z, 1) = W (z) ¢ K Hly—keD+z/2H (12.13)

Here the factor e”/2# (which is proportional to Lo 1 2) is included to simplify
the equation for the vertical dependence. Substituting (12.13) into (12.11) yields

d*V/d +m*¥ =0 (12.14)

where

N? B |
2N P (2 ) S
"R [(E—cx) (k i )] yyze) (12.15)

Referring back to Section 7.4, we recall that m? > 0 is required for vertical
propagation, and in that case m is the vertical wave number [i.e., solutions of
(12.14) have the form W(z) = Ae'™?, where 4 is a constant amplitude and the
sign of m is determined by requiring that the vertical component of group velocity
be positive]. For stationary waves (¢, = 0) we see from (12.15) that vertically
propagating modes can exist only for mean zonal flows that satisfy the condition

0<7<§f [(k2 + 12) sy (41\/21712)]_l =0, (12.16)

where U, is called the Rossby critical velocity. Thus, vertical propagation of sta-
tionary waves can occur only in the presence of westerly winds weaker than a
critical value that depends on the horizontal scale of the waves. In the summer
hemisphere the stratospheric mean zonal winds are easterly so that stationary
planetary waves are all trapped vertically.

In the real atmosphere the mean zonal wind is not constant, but depends on
latitude and height. However, both observational and theoretical studies suggest
that (12.16) still provides a qualitative guide for estimating vertical propagation
of planetary waves, even though the actual critical velocity may be larger than
indicated by the B-plane theory.

12.3.2 Rossby Wavebreaking

The term wavebreaking for Rossby waves simply refers to a rapid, irreversible
deformation of material contours. Since by (12.10) potential vorticity is approx-
imately conserved in Rossby waves, isolines of potential vorticity on isentropic
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surfaces approximate material contours, and wavebreaking can best be illustrated
by considering the field of potential vorticity. Wavebreaking may occur when the
disturbance fields reach amplitudes for which nonlinear effects can no longer be
neglected in the dynamical equations. For example, if the flow is divided into
mean and disturbance parts, and nonlinear terms are included, the equation for
conservation of quasi-geostrophic potential vorticity (12.10) becomes

) 9 g aq’ aq’'
AN VAT B S & (12.17)
ot ax ay dax ay

For steady waves propagating relative to the ground at zonal phase speed c,, the
variation of phase in time and space is given by ¢ = k (x — cyt), where k is the
zonal wave number, and it is readily verified that

0 0
= = . —
ot Tox
so that in the linearized version of (12.17) there is a balance between advection
of the disturbance potential vorticity ¢’ by the Doppler-shifted mean wind and the
advection of mean potential vorticity by the disturbance meridional wind:
/

0 0q
@ —co) = L
ax ay

(12.18)

The validity of the linear approximation can thus be assessed by comparing the
sizes of the two terms on the right side of (12.17) with either term in (12.18).
Linearity holds provided that

@ —cx| > || (12.19a)

and
9g/9y > [9q'/9y| (12.19b)

Basically these criteria require that the slope of the material contours in the x, y
plane must be small.

As indicated in (12.13), in an atmosphere with constant mean-zonal wind, ver-
tically propagating linear Rossby waves have amplitudes increasing exponentially
in height. Thus, at some altitude the disturbance amplitude will become sufficiently
large so that wavebreaking must occur. In the real atmosphere, however, the mean
zonal flow varies in both latitude and in height, and this variation is crucial for
understanding the distribution and mean-flow forcing provided by Rossby wave-
breaking. The simplest example of Rossby wavebreaking occurs in the presence
of a critical surface along which the Doppler-shifted phase speed of the wave
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vanishes (# — ¢, = 0). In that case (12.19a) cannot be satisfied even for small
amplitude waves.

For understanding of wave behavior near critical lines it is helpful to generalize
the Rossby wave analysis of Section 12.3.1 to a situation such as that shown in
the seasonal mean cross sections of Fig. 12.2 in which the zonal wind depends on
latitude and height, # = u (y, z). The x and ¢ dependence in (12.11) can then be
separated by seeking solutions of the form

¥ = ePRe [ W (y, 2) et | (12.20)
we obtain
Pv 2w,
3_)/2 N2 92 +np¥ =0 (12.21)

where the small vertical variation of N2 is neglected, and
2 = —1 q— 2 2 2
2 (y.2) = (@ —cx) " 03 /0y — k —fo/(4HN) (12.22)

Equation (12.21) has a form similar to that of the equation governing the two-
dimensional propagation of light waves in a medium with variable refractive index,
ni. The propagation of linear Rossby wave EP flux in that case can be shown to
be along rays that behave somewhat like light rays. Thus, wave activity will tend
to propagate along rays that bend toward regions of large positive n% and avoid
regions of negative n% For stationary Rossby waves (¢, = 0) of low zonal wave
number, n% is positive in a region with westerly winds that are not too strong and
increases to infinity along a critical surface where the mean flow vanishes. Thus,
the index of refraction for wave activity is positive in the winter hemisphere, but
increases rapidly toward the equatorial zero wind line. As a result Rossby wave
activity tends to propagate upward and equatorward, and wavebreaking occurs in
the vicinity of the equatorial critical line.

12.4 SUDDEN STRATOSPHERIC WARMINGS

In the lower stratosphere the temperature is a minimum at the equator and has
maxima at the summer pole and at about 45° latitude in the winter hemisphere (see
Fig. 12.2). From thermal wind considerations the rapid decrease of temperature
poleward of 45° in winter requires a zonal vortex with strong westerly shear with
height.

In the Northern Hemisphere, every other year or so this normal winter pattern of
a cold polar stratosphere with a westerly vortex is interrupted in a spectacular man-
ner in midwinter. Within the space of a few days the polar vortex becomes highly
distorted and breaks down (see Fig. 12.10) with an accompanying large-scale
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warming of the polar stratosphere, which can quickly reverse the meridional tem-
perature gradient and (through thermal wind balance) create a circumpolar easterly
current. Warmings of 40 K in a few days have occurred at the 50-hPa level.

Numerous observational studies of sudden warmings confirm that enhanced
propagation of planetary waves from the troposphere, primarily zonal wave num-
bers 1 and 2, is essential for the development of the warmings. Since major warm-
ings are observed primarily in the Northern Hemisphere, it is logical to conclude
that enhanced wave propagation into the stratosphere is due to topographically
forced waves, which are much stronger in the Northern Hemisphere than in the
Southern Hemisphere. Even in the Northern Hemisphere, however, it is apparently
only in certain winters that conditions are right to produce sudden warmings.

It is generally accepted that sudden warmings are an example of transient mean-
flow forcing due to planetary wave driving. Section 10.2.3 showed that in order for
planetary waves to decelerate the zonal-mean circulation there must be a nonzero
equatorward eddy potential vorticity flux (i.e., a net EP flux convergence). We
further showed that for steady nondissipative waves, the divergence of the EP flux
vanishes. For normal stationary planetary waves in the stratospheric polar night jet,
this constraint should be at least approximately satisfied, as radiative and frictional
dissipation are rather small. Thus, the strong interaction between the waves and the
mean flow that occurs during the course of a sudden warming must be associated
with wave transience (i.e., change of amplitude with respect to time) and wave
dissipation. Most of the dramatic mean-flow deceleration that occurs during a
sudden warming is caused by amplification of quasi-stationary planetary waves in
the troposphere followed by propagation into the stratosphere.

This process can be understood by considering the interaction between zonal
mean and eddy potential vorticities. We assume that on the short time scales charac-
teristic of sudden warmings, diabatic processes can be neglected. We also assume
that the eddy motion is approximately governed by the linearized eddy poten-
tial vorticity equation and that the zonal mean is changed only by the eddy flux
convergence. The eddies and mean flow are thus related by the quasi-linear system

d 3N, 99 /
— — — = -5 12.23
<az+”ax)Q+Uay (12.23)
where again

2 !

d ( po oY
oy L0 (0 12.24
4 vz \ W2z (12.24)

and an eddy damping term, —S’, has been added to represent the effects of both
mechanical and thermal dissipation. (For constant and equal Rayleigh friction
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Analysis 12UTC 11 February 1979

Fig. 12.10 (continued)
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Analysis 12UTC 21 February 1979

°

Fig. 12.10 10 hPa geopotential height analyses for February 11, 16, and 21, 1979 at 12UTC showing
breakdown of the polar vortex associated with a wave number 2 sudden stratospheric
warming. Contour interval: 16 dam. Analysis from ERA-40 reanalysis courtesy of the
European Centre for Medium-Range Weather Forecasts (ECMWF).

and Newtonian cooling, 8 = aq’, where « is the dissipation rate coefficient.)
Multiplying (12.23) by ¢’ and averaging zonally after noting that

o 04 _T09”
ax 2 ox
yields with the aid of (10.26)
0A
o + VeF =D (12.25)

where wave activity, A, and dissipation, D, are defined, respectively, as

_ m(g)’ _ mSq

~20g/0y " T agjoy’

(12.26)
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For linear planetary waves satisfying the quasigeostrophic equations, it can be
shown that
F = (0, cgy, cgz) 4 (12.27)

so that the EP flux is given by the wave activity times the group velocity in
the meridional (y, z) plane. It is the flux of wave activity—not the flux of wave
energy—that is fundamental for wave, mean-flow interaction.

Equation (12.25) shows that if dissipation and transience vanish, the EP flux
divergence must vanish. Substitution into (12.1) then gives the nonacceleration
theorem, which states that there is no wave-driven mean-flow acceleration for
steady (04/0¢t = 0) and conservative (D = 0) waves. The EP flux divergence,
which must be nonzero for wave-induced forcing, is dependent on wave transience
and dissipation.

In sudden stratospheric warmings the planetary wave amplitudes increase rapidly
in time. During the Northern Hemisphere winter, quasi-stationary planetary waves
of zonal wave numbers 1 and 2 are produced in the troposphere by orographic
forcing. These waves propagate vertically into the stratosphere, implying a local
increase in the wave activity. Thus, 04/d¢ > 0, implying from (12.25) that, for
quasi-conservative flow, the flux of quasi-geostrophic potential vorticity is negative
and that the Eliassen—Palm flux field is convergent:

pov'g’ =V eF <0 (12.28)

Usually D < 0 also, so dissipation and wave growth both produce a convergent
EP flux (i.e., an equatorward potential vorticity flux).

According to the transformed Eulerian-mean zonal momentum equation (12.1),
EP flux convergence leads to a deceleration of the zonal-mean zonal wind, partially
offset by the Coriolis torque fv*. As a result, the polar night jet weakens, allowing
even more waves to propagate into the stratosphere. At some point, the mean
zonal wind changes sign so that a critical layer is formed. Stationary linear waves
can no longer propagate beyond the level where this occurs, and strong EP flux
convergence and even faster easterly acceleration then occurs below the critical
layer.

Figure 12.11a illustrates the deceleration of the zonal-mean wind due to the
Eliassen—Palm flux convergence caused by upward propagation of transient plan-
etary wave activity. Note that the deceleration is spread out over a broader range in
height than the eddy forcing. This reflects the elliptical nature of the equation for
mean zonal-wind acceleration that can be derived from the transformed Eulerian
mean equations. Fig. 12.11b shows the TEM residual meridional circulation and
the pattern of temperature perturbation associated with the zonal wind decelera-
tion. The thermal-wind relation implies that a deceleration of the polar night jet
leads to a warming in the polar stratosphere and a cooling in the equatorial strato-
sphere, with a compensating warming in the polar mesosphere and cooling in the
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Fig. 12.11 Schematic of transient wave, mean—flow interactions occurring during a stratospheric
warming. (a) Height profiles of EP flux (dashed), EP flux divergence (heavy line), and
mean zonal flow acceleration (thin line); z is the height reached by the leading edge of
the wave packet at the time pictured. (b) Latitude-height cross section showing region
where the EP flux is convergent (hatched), contours of induced zonal acceleration (thin
lines), and induced residual circulation (arrows). Regions of warming (W) and cooling
(C) are also shown. (After Andrews et al., 1987.)

equatorial mesosphere. Eventually, as more of the flow becomes easterly, waves
can no longer propagate vertically. The wave-induced residual circulation then
decreases, and radiative cooling processes are able to slowly reestablish the nor-
mal cold polar temperatures. Thermal-wind balance then implies that the normal
westerly polar vortex is also reestablished.

In some cases the wave amplification may be large enough to produce a polar
warming, but insufficient to lead to reversal of the mean zonal wind in the polar
region. Such “minor warmings” occur every winter and are generally followed by
a quick return to the normal winter circulation. A “major warming” in which the
mean zonal flow reverses at least as low as the 30-hPa level in the polar region
seems to occur only about once every couple of years. If the major warming occurs
sufficiently late in the winter, the westerly polar vortex may not be restored at all
before the normal seasonal circulation reversal.

12.5 WAVES IN THE EQUATORIAL STRATOSPHERE

Section 11.4 discussed equatorially trapped waves in the context of shallow water
theory. Under some conditions, however, equatorial waves (both gravity and Rossby
types) may propagate vertically, and the shallow water model must be replaced
by a continuously stratified atmosphere in order to examine the vertical structure.
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It turns out that vertically propagating equatorial waves share a number of physical
properties with ordinary gravity modes. Section 7.5 discussed vertically propagat-
ing gravity waves in the presence of rotation for a simple situation in which the
Coriolis parameter was assumed to be constant and the waves were assumed to be
sinusoidal in both x and y. We found that such inertia—gravity waves can propagate
vertically only when the wave frequency satisfies the inequality f < v < N.Thus,
at middle latitudes, waves with periods in the range of several days are generally
vertically trapped (i.e., they are not able to propagate significantly into the strato-
sphere). As the equator is approached, however, the decreasing Coriolis frequency
should allow vertical propagation to occur for lower frequency waves. Thus, in
the equatorial region there is the possibility for existence of long-period vertically
propagating internal gravity waves.

Asin Section 11.4 we consider linearized perturbations on an equatorial Splane.
The linearized equations of motion, continuity equation, and first law of thermo-
dynamics can then be expressed in log-pressure coordinates as

du' /3t — By’ = —dd'/dx (12.29)

' /ot + Byu' = —39d'/dy (12.30)
du'/3x +3v'/ay + py ' (pow') /32 =0 (12.31)
32d'/9toz+w' N> =0 (12.32)

We again assume that the perturbations are zonally propagating waves, but we
now assume that they also propagate vertically with vertical wave number m. Due
to the basic state density stratification, there will also be an amplitude growth in
height proportional to p,, 172, Thus, the x, y, z, and ¢ dependencies can be separated
as

! u )
R ;’)((yy)) exp [i (kx + mz — vt)] (12.33)
@’ P (y)

Substituting from (12.33) into (12.29)—(12.32) yields a set of ordinary differen-
tial equations for the meridional structure:

—ivii — Byd = —ik® (12.34)
—ivd 4 Byt = —0d/dy (12.35)
(ikis + 35/8y) +i (m +i/2H)H =0 (12.36)

v(m—i/2H)®+DN>=0 (12.37)
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12.5.1 Vertically Propagating Kelvin Waves

For Kelvin waves the aforementioned perturbation equations can be simplified
considerably. Setting v = 0 and eliminating w between (12.36) and (12.37), we
obtain

—ivii = —ik® (12.38)
Byit = —0d/dy (12.39)
—v (m2 + 1/4H2) &+ kN2 =0 (12.40)

Equation (12.38) can be used to eliminate W in (12.39) and (12.40). This yields
two independent equations that the field of # must satisfy. The first of these deter-
mines the meridional distribution of # and is identical to (11.47). The second is
simply the dispersion equation

2 (m2 + 1/4H2) _N2=0 (12.41)

where, as in Section 11.4, ¢ = (v2/k?).

If we assume that m2 > 1 /4H2, as is true for most observed stratospheric
Kelvin waves, (12.41) reduces to the dispersion relationship for internal gravity
waves (7.44) in the hydrostatic limit (|k| < |m|). For waves in the stratosphere
that are forced by disturbances in the troposphere, the energy propagation (i.e.,
the group velocity) must have an upward component. Therefore, according to the
arguments of Section 7.4, the phase velocity must have a downward component.
We showed in Section 11.4 that Kelvin waves must propagate eastward (¢ > 0) if
they are to be trapped equatorially. However, eastward phase propagation requires
m < 0 for downward phase propagation. Thus, the vertically propagating Kelvin
wave has phase lines that tilt eastward with height as shown in Fig. 12.12.

12.5.2 Vertically Propagating Rossby—Gravity Waves

For all other equatorial modes, (12.34)—(12.37) can be combined in a manner
exactly analogous to that described for the shallow water equations in Section 11.4.1.
The resulting meridional structure equation is identical to (11.38) if we again
assume that m? > 1/4H? and set

ghe = N?/m?
For the n = 0 mode the dispersion relation (11.41) then implies that

Im| = Nv=2 (B + vk) (12.42)
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Fig. 12.12 Longitude-height section along the equator showing pressure, temperature, and wind
perturbations for a thermally damped Kelvin wave. Heavy wavy lines indicate material
lines; short blunt arrows show phase propagation. Areas of high pressure are shaded.
Length of the small thin arrows is proportional to the wave amplitude, which decreases with
height due to damping. The large shaded arrow indicates the net mean flow acceleration
due to the wave stress divergence.

When g = 0 we again recover the dispersion relationship for hydrostatic inter-
nal gravity waves. The role of the 8 effect in (12.42) is to break the symmetry
between eastward (v > 0) and westward (v < 0) propagating waves. Eastward
propagating modes have shorter vertical wavelengths than westward propagating
modes. Vertically propagating n = 0 modes can exist only for ¢ = v/k > —B/k>.
Because k = s/a, where s is the number of wavelengths around a latitude circle,
this condition implies that for v < 0 solutions exist only for frequencies satisfying
the inequality

[v] <2Q/s (12.43)

For frequencies that do not satisfy (12.43), the wave amplitude will not decay away

from the equator and it is not possible to satisfy boundary conditions at the pole.
After some algebraic manipulation, the meridional structure of the horizontal

velocity and geopotential perturbations for the » = 0 mode can be expressed as

i i|lm| N~y 2
P | exp (_%) (12.44)
P vy

The westward propagating n = 0 mode is generally referred to as the Rossby—
gravity mode.? For upward energy propagation this mode must have downward

2 Some authors use this term to describe both eastward and westward n = 0 waves.
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Fig. 12.13 Longitude-height section along a latitude circle north of the equator showing pressure,
temperature, and wind perturbations for a thermally damped Rossby—gravity wave. Areas
of high pressure are shaded. Small arrows indicate zonal and vertical wind perturbations
with length proportional to the wave amplitude. Meridional wind perturbations are shown
by arrows pointed into the page (northward) and out of the page (southward). The large
shaded arrow indicates the net mean flow acceleration due to the wave stress divergence.

phase propagation (m < 0) just like an ordinary westward propagating internal
gravity wave. The resulting wave structure in the x, z plane at a latitude north of
the equator is shown in Fig. 12.13. Of particular interest is the fact that poleward
moving air has positive temperature perturbations and vice versa so that the eddy
heat flux contribution to the vertical EP flux is positive.

12.5.3 Observed Equatorial Waves

Both Kelvin and Rossby—gravity modes have been identified in observational data
from the equatorial stratosphere. The observed stratospheric Kelvin waves are
primarily of zonal wave number s = 1 and have periods in the range of 12-20 d.
An example of zonal wind oscillations caused by the passage of Kelvin waves at a
station near the equator is shown in the form of a time—height section in Fig. 12.14.
During the observational period shown in Fig. 12.14, the westerly phase of the
quasi-biennial oscillation (see Section 12.6) is descending so that at each level
there is a general increase in the mean zonal wind with increasing time. However,
superposed on this secular trend is a large fluctuating component with a period
between speed maxima of about 12 days and a vertical wavelength (computed
from the tilt of the oscillations with height) of about 10—12 km. Observations of the
temperature field for the same period reveal that the temperature oscillation leads
the zonal wind oscillation by 1/4 cycle (i.e., maximum temperature occurs prior
to maximum westerlies), which is just the phase relationship required for upward
propagating Kelvin waves (see Fig. 12.12). Additional observations from other
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Fig. 12.14 Time-height section of zonal wind at Canton Island (3°S). Isotachs at intervals of 5 m s—L

Westerlies are shaded. (Courtesy of J. M. Wallace and V. E. Kousky.)

stations indicate that these oscillations do propagate eastward at the theoretically
predicted speed. Therefore, there can be little doubt that the observed oscillations
are Kelvin waves.

The existence of the Rossby—gravity mode has been confirmed in observational
data from the stratosphere in the equatorial Pacific. This mode is identified most
easily in the meridional wind component, as v’ is a maximum at the equator
for the Rossby—gravity mode. The observed Rossby—gravity waves have s = 4,
vertical wavelengths in the range of 6—12 km, and a period range of 4-5 d. Kelvin
and Rossby—gravity waves each have significant amplitude only within about 20°
latitude of the equator.

A more complete comparison of observed and theoretical properties of the
Kelvin and Rossby—gravity modes is presented in Table 12.1. In comparing theory
and observation, it must be recalled that it is the frequency relative to the mean
flow, not relative to the ground, that is dynamically relevant.

It appears that Kelvin and Rossby—gravity waves are excited by oscillations in
the large-scale convective heating pattern in the equatorial troposphere. Although
these waves do not contain much energy compared to typical tropospheric weather
disturbances, they are the predominant disturbances of the equatorial stratosphere,
and through their vertical energy and momentum transport play a crucial role in
the general circulation of the stratosphere. In addition to the stratospheric modes
considered here, there are higher speed Kelvin and Rossby—gravity modes, which
are important in the upper stratosphere and mesosphere. There is also a broad spec-
trum of equatorial gravity waves, which appears to be important for the momentum
balance of the equatorial middle atmosphere.
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Table 12.1 Characteristics of the Dominant Observed Planetary-Scale Waves in the Equatorial Lower

Stratosphere ¢

Theoretical description

Kelvin wave

Rossby—gravity wave

Discovered by

Wallace and Kousky

Yanai and Maruyama

(1968) (1966)

Period (ground-based) 2w 15 days 4-5 days
Zonal wave number s = ka cos ¢ 1-2 4
Vertical wavelength 2 am~! 6-10 km 4-8 km
Average phase speed relative to +25ms! 23ms!

ground
Observed when mean zonal flow Easterly Westerly

is (maximum ~ —25 m s_l) (maximum ~ +7 m s~ 1)
Average phase speed relative to

maximum zonal flow +50ms—! -30ms~!
Approximate observed amplitudes

u' 8ms~! 2-3ms!

v 0 2-3ms”!

T’ 2-3K 1K
Approximate inferred amplitudes

/g 30 m 4m

w’ 1.5 x 10 3ms™! 15x 10 3m s~
Approximate meridional scales
(2N /Biml)'/? 1300-1700 km 1000-1500 km

4 (After Andrews et al., 1987).
12.6 THE QUASI-BIENNIAL OSCILLATION

The search for periodic oscillations in the atmosphere has a long history. Aside,
however, from the externally forced diurnal and annual components and their har-
monics, no compelling evidence exists for truly periodic atmospheric oscillations.
The phenomenon that perhaps comes closest to exhibiting periodic behavior not
associated with a periodic forcing function is the quasi-biennial oscillation (QBO)
in the mean zonal winds of the equatorial stratosphere. This oscillation has the
following observed features.

1. Zonally symmetric easterly and westerly wind regimes alternate regularly
with periods varying from about 24 to 30 months.

2. Successive regimes first appear above 30 km, but propagate downward at a
rate of 1 km month™!.

3. The downward propagation occurs without loss of amplitude between 30
and 23 km, but there is rapid attenuation below 23 km.

4. The oscillation is symmetric about the equator with a maximum amplitude
of about 20 m s~ !, and an approximately Gaussian distribution in latitude with a
half-width of about 12°.
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This oscillation is best depicted by means of a time—height section of the zonal
wind speed at the equator as shown in Fig. 12.15. It is apparent from Fig. 12.15
that the vertical shear of the wind is quite strong at the level where one regime
is replacing the other. Because the QBO is zonally symmetric and causes only
very small mean meridional and vertical motions, the QBO mean zonal wind and
temperature fields satisfy the thermal wind balance equation. For the equatorial
B-plane this has the form [compare (10.13)]

Byou/oz=—RH 0T /dy

For equatorial symmetry 37 /3y = 0 at y = 0, and by L’Hopital’s rule thermal
wind balance at the equator has the form

91/dz = —R (HB) ™' 9°T /3)? (12.45)

Equation (12.45) can be used to estimate the magnitude of the QBO tempera-
ture perturbation at the equator. The observed magnitude of vertical shear of the
mean zonal wind at the equator is ~ 5 m s~! km~!, and the meridional scale is
~ 1200 km, from which (12.45) shows that the temperature perturbation has an
amplitude ~ 3 K at the equator. Because the second derivative of temperature has
the opposite sign to that of the temperature at the equator, the westerly and easterly
shear zones have warm and cold equatorial temperature anomalies, respectively.

The main factors that a theoretical model of the QBO must explain are the
approximate biennial periodicity, the downward propagation without loss of ampli-
tude, and the occurrence of zonally symmetric westerlies at the equator. Because
a zonal ring of air in westerly motion at the equator has an angular momentum
per unit mass greater than that of the earth, no plausible zonally symmetric advec-
tion process could account for the westerly phase of the oscillation. Therefore,
there must be a vertical transfer of momentum by eddies to produce the westerly
accelerations in the downward-propagating shear zone of the QBO.

Observational and theoretical studies have confirmed that vertically propagating
equatorial Kelvin and Rossby—gravity waves provide a significant fraction of the
zonal momentum sources necessary to drive the QBO. From Fig. 12.12 it is clear
that Kelvin waves with upward energy propagation transfer westerly momentum
upward (i.e., u” and w’ are positively correlated so that #’w’ > 0). Thus, the Kelvin
waves can provide a source of westerly momentum for the QBO.

Vertical momentum transfer by the Rossby—gravity mode requires special con-
sideration. Examination of Fig. 12.13 shows that u’w’ > 0 also for the Rossby—
gravity mode. The total effect of this wave on the mean flow cannot be ascertained
from the vertical momentum flux alone, but rather the complete vertical EP flux
must be considered. This mode has a strong poleward heat flux (v'7T’ > 0), which
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Fig. 12.15 Time-height section of departure of monthly mean zonal winds (m s~ 1) for each month
from the long-term average for that month at equatorial stations. Note the alternating
downward propagating westerly (W) and easterly (E) regimes. (After Dunkerton, 2003.

Data provided by B. Naujokat.)
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provides an upward directed EP flux contribution. This dominates over the verti-
cal momentum flux, and the net result is that the Rossby—gravity mode transfers
easterly momentum upward and can provide a momentum source for the easterly
phase of the QBO. Observed Kelvin and Rossby—gravity wave momentum fluxes
are not, however, sufficient to account for the observed zonal accelerations of the
QBO. Additional wave sources, such as gravity waves generated by convective
storms, must also contribute to the forcing of the QBO.

It was pointed out in Section 12.4 that quasi-geostrophic wave modes do not pro-
duce any net mean flow acceleration unless the waves are transient or are damped
mechanically or thermally. Similar considerations apply to gravity waves and to
the equatorial Kelvin and Rossby—gravity modes. Stratospheric waves are subject
to thermal damping by infrared radiation, and to both thermal and mechanical
damping by small-scale turbulent motions. Such damping is strongly dependent
on the Doppler-shifted frequency of the waves. As the Doppler-shifted frequency
decreases, the vertical component of group velocity also decreases, and there
is a longer time available for the wave energy to be damped as it propagates
through a given vertical distance. Thus, eastward propagating gravity waves and
Kelvin waves tend to be damped preferentially in westerly shear zones, where
their Doppler-shifted frequencies decrease with height. The momentum flux con-
vergence associated with this damping provides a westerly acceleration of the
mean flow, and thus causes the westerly shear zone to descend. Similarly, the
westward propagating gravity waves and Rossby—gravity waves are damped in
easterly shear zones, thereby causing an easterly acceleration and descent of the
easterly shear zone. We conclude that the QBO is indeed excited primarily by
vertically propagating waves through wave transience and damping, which causes
westerly accelerations in westerly shear zones and easterly accelerations in easterly
shear zones.

This process of wave, mean-flow interaction can be elucidated by considering
the heavy wavy lines in Figs. 12.12 and 12.13. These lines indicate the verti-
cal displacement of horizontal surfaces of fluid parcels (material surfaces) by the
velocity field associated with the waves. (For sufficiently weak thermal damping
they are approximately the same as isentropic surfaces.) The wavy lines show that
the maximum upward displacement occurs 1/4 cycle after the maximum upward
perturbation velocity. In the Kelvin wave case (Fig. 12.12), positive pressure per-
turbations coincide with negative material surface slopes. Thus, the fluid below a
wavy material line exerts an eastward directed pressure force on the fluid above.
Because the wave amplitude decreases with height, this force is larger for the lower
of the two material lines in Fig. 12.12. There will thus be a net westerly acceler-
ation of the block of fluid contained between the two wavy material lines shown
in Fig. 12.12. For the Rossby—gravity wave, however, positive pressure perturba-
tions coincide with positive slopes of the material lines. There is thus a westward
directed force exerted by the fluid below the lines on the fluid above as shown in
Fig. 12.13. In this case the result is a net easterly acceleration of the fluid contained
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between the two wavy material lines shown in Fig. 12.13. Thus, by considering the
stresses acting across a material surface corrugated by the waves, it is possible to
deduce the mean-flow acceleration caused by the waves without explicit reference
to the EP fluxes of the waves.

How such a mechanism can cause a mean zonal flow oscillation when equal
amounts of easterly and westerly momentum are transferred upward across the
tropopause by the waves can be seen qualitatively by considering Fig. 12.16. If
initially, as shown in Fig. 12.16a, the mean zonal wind is weak and westerly,
the eastward propagating waves will be preferentially damped at lower altitude
and produce a westerly acceleration, which will move downward in time as the
mean westerlies intensify and the wave-driven acceleration is concentrated at ever
lower altitudes. The westward propagating waves, however, initially penetrate to
higher altitudes, where they produce easterlies, which also move downward in time.
Eventually the westerlies are damped out as they approach the tropopause, and the
stratosphere is dominated by easterlies so that the eastward propagating waves
can penetrate to high altitude and produce a new westerly phase. In this manner
the mean zonal wind is forced to oscillate back and forth between westerlies and
easterlies with a period that depends primarily on the vertical momentum transport
and other properties of the waves, not on an oscillating external forcing.

N—y
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Fig. 12.16 Schematic representation of wave-driven accelerations that lead to the zonal wind QBO.
Eastward and westward propagating gravity waves of phase speeds +c and —c, respec-
tively, propagate upward and are dissipated at rates dependent on the Doppler-shifted
frequency. (a) Initial weak westerly current selectively damps the eastward propagating
wave and leads to westerly acceleration at lower levels and easterly acceleration at higher
levels. (b) Descending westerly shear zones block penetration of eastward propagating
waves, whereas westward propagating waves produce descending easterlies aloft. Broad
arrows show locations and direction of maxima in mean wind acceleration. Wavy lines
indicate relative penetration of waves. (After Plumb, 1982.)
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12.7 TRACE CONSTITUENT TRANSPORT

The study of global transport involves the motion of atmospheric tracers, defined
as chemical or dynamical quantities that label fluid parcels. Chemical tracers con-
sist of minor atmospheric species that have significant spatial variability in the
atmosphere. Dynamical tracers (potential temperature and potential vorticity) are
properties of the flow field that are conserved following the motion under certain
conditions. These also can be useful for interpretation of transport.

12.7.1 Dynamical Tracers

Potential temperature, defined in (2.44), can be thought of as a label for the verti-
cal position of an air parcel. Because the atmosphere is stably stratified, potential
temperature increases monotonically with height (slowly in the troposphere and
rapidly in the stratosphere as shown in Fig. 12.17) and thus can be used as an inde-
pendent vertical coordinate, the isentropic coordinates introduced in Section 1.2.7.
A parcel moving adiabatically remains on a surface of constant potential temper-
ature and can be “tagged” by its value of potential temperature. Thus the motion
of such a parcel is two dimensional when viewed in isentropic coordinates.

Potential temperature surfaces are quasi-horizontal, but they do move up and
down in physical space with adiabatic changes in temperature. Thus, it is useful
to reference trace constituent data to potential temperature, rather than pressure or
altitude, as reversible variations at local altitudes or pressures caused by adiabatic
vertical displacements associated with transient motions (e.g., gravity waves) are
then accounted for.

The other commonly used dynamical tracer, potential vorticity (PV), is con-
served for adiabatic, frictionless flow. As defined in (4.12), PV normally has a
positive gradient in the meridional direction on an isentropic surface; PV is neg-
ative in the Southern Hemisphere, zero at (or near) the equator, and positive in
the Northern Hemisphere. PV has strong gradients in both height and latitude.
Because a parcel moving in adiabatic frictionless flow conserves PV as well as
potential temperature, its motion must lie parallel to isocontours of PV onisentropic
surfaces. Rapid meridional transport implies production of strong PV anomalies
as high polar values of PV are advected equatorward or low equatorial values are
advected poleward. As discussed earlier, the meridional gradient of the background
PV field resists meridional displacements through the production of Rossby waves.
Thus, regions of strong PV gradients on isentropic surfaces can act as semiperme-
able “barriers” to transport. This PV barrier effect is one of the reasons that eddy
diffusion is often not a good model for meridional transport.

Because PV depends only on the distribution of horizontal winds and tempera-
tures on isentropic surfaces, its distribution can be determined from conventional
meteorological observations. Thus, the evolution of PV on an isentropic surface
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Fig. 12.17 Latitude—height section showing January mean potential temperature surfaces (solid contours) and temperature (dashed contours). Heavy line
shows the 380 K 6 surface, above which all 0 surfaces lie completely in the middle atmosphere. The light shaded region below the 380 K surface is

the lowermost stratosphere, where © surfaces span the tropopause (shown by the line bounding the lower side of the shaded region). (Courtesy of
C. Appenzeller.)
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can be used as a surrogate for the study of trace constituent transport on isentropic
surfaces in circumstances in which there are inadequate observations of relevant
chemical tracers. In addition, for dynamical studies, PV has the important property,
not shared by other tracers, that it not only is advected by the flow, but actually
determines the flow field. Thus, the distribution of PV on isentropic surfaces can be
“inverted” to yield the wind and temperature fields. Changes in the PV distribution
are then said to “induce” changes in the wind and temperature fields. In the quasi-
geostrophic case the induced changes are required to maintain geostrophic and
hydrostatic balance. More generally, such changes preserve a higher order balance
among the dynamical fields.

12.7.2 Chemical Tracers

Much can be learned about the nature of large-scale transport by considering the cli-
matological distribution of quasi-conservative chemical tracers in the atmosphere.
The distribution of such trace substances is dependent on the competition between
dynamical and chemical processes. This competition can be approximately mea-
sured by comparing the characteristic dynamical and chemical time scales. By
chemical timescale is meant the average time for replacement or removal of a
tracer due to chemical sources and sinks. By dynamical timescale is meant the
average time for advective and diffusive processes to transport the tracer from
equator to pole or across a scale height in the vertical. The role of transport in
determining tracer climatology depends on the nature and distribution of tracer
sources and sinks, and on the relative magnitudes of the timescales for dynamical
and chemical processes.

If the chemical timescale is much shorter than the dynamical timescale, the
tracer will be in photochemical equilibrium and transport does not directly influ-
ence its distribution. Transport can, however, play an important indirect role by
partly determining the concentrations of other species that participate in the pho-
tochemical production or loss of the tracer in question.

If the chemical timescale is much longer than the dynamical timescale, the tracer
will be passively advected by the flow field. In the absence of localized sources
and sinks, such a tracer would eventually become well mixed due to the dispersive
effects of transport. It is for this reason that species such as nitrous oxide (N>O)
tend to have uniform concentrations in the troposphere and are thus not useful for
tropospheric transport studies.

When the chemical and dynamical timescales are comparable, the observed
species concentration depends on the net effects of chemical sources and sinks
and of transport. In many cases of interest, the ratio of chemical and dynamical
timescales changes drastically between the troposphere and the stratosphere, and
with altitude in the stratosphere. Tracers that have long lifetimes in the troposphere
and the lower stratosphere are referred to as long-lived tracers, as the bulk of the
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tracer mass is contained in the troposphere and lower stratosphere, and the lifetime
is determined mainly by the (slow) flux of the tracer to altitudes where the chemical
timescales become comparable to or shorter than dynamical timescales.

12.7.3 Transport in the Stratosphere

Transport processes are conveniently divided between those processes that
involve mean motions of the atmosphere, or advection, and those processes that
may be characterized as turbulent, or diffusive in nature. In the case of point sources,
such as volcanic eruptions, the distinction is quite clear; advection moves the cen-
ter of mass of the plume along the direction of the average wind, whereas turbulent
diffusion disperses the plume in the plane orthogonal to the average wind. On a
global scale, however, the distinction between advective and diffusive processes
is not always clear. Because the atmosphere is characterized by spatially and tem-
porally varying motions with a wide range of scales, there is no obvious physical
separation between “mean” and “turbulent” motions. In practice, those transport
processes that are explicitly resolved by the particular observational network or
transport model being utilized are often regarded as the advective motions, whereas
the remaining unresolved motions are assumed to be diffusive. The effects of the
unresolved motions must then be parameterized in terms of the mean motions
in some fashion. Usually this involves assuming that tracer fluxes by the unre-
solved motions are proportional to the gradient of the resolved tracer distribution.
However, this approach is not always physically justified. A major problem in the
modeling of global transport is accurate representation of the contribution of the
unresolved eddy motions to the total transport.

As discussed in Section 12.2, the global-scale residual meridional circulation
in the middle atmosphere is driven by wave-induced zonal forces associated with
Rossby waves and gravity waves. Not surprisingly, the residual circulation plays an
essential role in the meridional and vertical transport of trace chemical constituents
in the middle atmosphere. Additionally, the waves responsible for the zonal force
that drives the residual circulation are also responsible for the quasi-isentropic
stirring and mixing that is associated with wavebreaking. Thus, understanding of
transport involves both eddy and mean-flow transport effects.

In dynamical studies it is usual to characterize a chemical constituent by the
volume mixing ratio (or mole fraction), defined as x = nr/n 4, where nr and n 4
designate the number densities (molecules m~?) for the trace constituent and air,
respectively. The mixing ratio is conserved following the motion in the absence of
sources and sinks and hence satisfies the simple tracer continuity equation

Dy
— =39 (12.46)
Dt

where S designates the sum of all chemical sources and sinks.
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As in the case of the dynamical variables discussed in Section 12.2, it is useful
to define a longitudinally averaged mixing ratio , and a disturbance or eddy
ratio x' such that y = ¥ + x'. Again, it proves useful to utilize the residual
mean meridional circulation (6 * w*) defined in (10.16ab). The zonal mean tracer
continuity equation in the TEM framework can then be written as
W X X 5 Ly M (12.47)

at ay az 00

Here, M represents the diffusive effects of the eddies, plus advective effects not
represented by the residual meridional circulation. In models the term involving
M is often represented by meridional and vertical eddy diffusion, with empirically
determined diffusion coefficients.

In order to appreciate the role of the wave-induced global circulation in deter-
mining the distribution of long-lived tracers in the middle atmosphere, it is useful
to consider a hypothetical atmosphere in which there are no wave motions, and
hence no wave-induced zonal force. In that case, as argued in Section 12.2, the
middle atmosphere would relax to radiative equilibrium, the residual circulation
would vanish, and the distribution of the tracer would be determined at each alti-
tude by a balance between slow upward diffusion and photochemical destruction.
Thus, tracer mixing ratio surfaces would, in an annual mean, tend to be close to
horizontal. This is to be contrasted to observed distributions, which are charac-
terized by mixing ratio surfaces that are bowed upward in the tropics and slope
downward toward both poles (e.g., Fig. 12.9).

As discussed in Section 12.2, the wave-induced global-scale circulation consists
of upward and poleward motion across the isentropes in low latitudes, accompanied
by diabatic heating, and downward motion across the isentropes at high latitudes,
accompanied by diabatic cooling. Actual parcel trajectories, of course, do not
follow the zonally averaged motion, but are influenced by the three-dimensional
wave motion. Nevertheless the diabatic circulation defined by the mean diabatic
heating and cooling closely approximates the global transport circulation. For
seasonal and longer timescales the TEM residual circulation generally provides a
good approximation to the diabatic circulation and is generally simpler to compute
from standard meteorological analyses. For shorter period phenomena in which
the temperature tendency is large, the residual circulation is no longer a good
approximation to the diabatic circulation.

The above conceptual model of global transport is clearly supported by long-
lived tracer observations as shown in Figure 12.9. In middle latitudes there are
regions in which tracer mixing ratio isopleths are nearly horizontal, reflecting
the horizontal homogenizing role of meridional dispersion by planetary wave-
breaking in the surf zone. The same processes also tend to homogenize the PV
distribution on isentropes in the so-called surf zone in midlatitudes where Rossby
wavebreaking tends to occur. The surf zone is bounded at both low and high
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latitudes by regions of strong meridional gradients of long-lived tracers and of
PV. The existence of such gradients is evidence that there is only weak mix-
ing into and out of the tropics and into and out of the polar winter vortex. Thus
these locations are sometimes referred to as “transport barriers.” The strong PV
gradients, strong winds, and strong wind shears that occur along the transport bar-
riers at the subtropical and polar edges of the surf zone all act to suppress wave-
breaking, and hence to minimize mixing and sustain the strong gradients at those
locations.

PROBLEMS

12.1. Suppose thattemperature increases linearly with height in the layer between
20 and 50 km at a rate of 2 K km™". If the temperature is 200 K at 20 km,
find the value of the scale height H for which the log-pressure height z
coincides with actual height at 50 km. (Assume that z coincides with the
actual height at 20 km and let g = 9.81 m s~2 be a constant.)

12.2. Find the Rossby critical velocities for zonal wave numbers 1, 2, and 3 (i.e.,
for 1, 2, and 3 wavelengths around a latitude circle). Let the motion be
referred to a B plane centered at 45°N, scale height H = 7 km, buoyancy
frequency N = 2 x 1072 s~!, and infinite meridional scale (/ = 0).

12.3. Suppose that a stationary linear Rossby wave is forced by flow over sinu-
soidal topography with height /4 (x) = hg cos (kx), where hg is a constant
and £ is the zonal wave number. Show that the lower boundary condition
on the streamfunction ¥ can be expressed in this case as

0y /dz) = —hN?*/ fy

Using this boundary condition and an appropriate upper boundary condi-
tion, solve for i (x, z) in the case |m| > (1/2H) using the equations of
Section 12.3.1. How does the position of the trough relative to the mountain
ridge depend on the sign of m? for the limit |m| > (1/2H).

12.4. Consider a very simple model of a steady-state mean meridional circu-
lation for zonally symmetric flow in a midlatitude channel bounded by
walls at y = 0, /Il and z = 0, w/m. We assume that the zonal mean
zonal flow # is in thermal wind balance and that the eddy momentum and
heat fluxes vanish. For simplicity, we let p9 = 1 (Boussinesq approxi-
mation) and let the zonal force due to small-scale motions be represented
by a linear drag: X = —yu. We assume that the diabatic heating has the
form J/c, = (H/R) Jo coslysinmz, and we let N and f be constants.
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12.5.

12.6.

12.7.

12.8.

12.9.

12.10.

12.11.
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Equations (12.1), (12.2), (12.3), and (12.4) then yield the following:
—fov* = —yu
+N?HR™'w* = +J/c,
9z’ dy
fodu/dz+ RH 19T /dy =0

Assuming that there is no flow through the walls, solve for the residual
circulation defined by ¥ *, v*,and w™.

For the situation of Problem_12.4, solve for the steady-state zonal wind
and temperature fields # and 7.

Find the geopotential and vertical velocity fluctuations for a Kelvin wave
of zonal wave number 1, phase speed 40 m s~ !, and zonal velocity pertur-
bation amplitude 5 ms~!. Let N2> =4 x 1074 s72.

For the situation of Problem 12.6 compute the vertical momentum flux
M = pou’w’. Show that M is constant with height.

Determine the form for the vertical velocity perturbation for the Rossby—
gravity wave corresponding to the u’, v’, and & perturbations given
in (12.44).

For a Rossby—gravity wave of zonal wave number 4 and phase speed
—20 ms~!, determine the latitude at which the vertical momentum flux
M = pou’w’ is a maximum.

Suppose that the mean zonal wind shear in the descending westerlies of the
equatorial QBO can be represented analytically on the equatorial 8 plane
in the form du/dz = A exp (—yz/L2) where L = 1200 km. Determine
the approximate meridional dependence of the corresponding temperature
anomaly for |y| < L.

Estimate the TEM residual vertical velocity in the westerly shear zone of
the equatorial QBO assuming that radiative cooling can be approximated
by Newtonian cooling with a 20-day relaxation time, that the vertical shear
is 20 m s~! per 5 km, and that the meridional half-width is 12° latitude.

MATLAB EXERCISES

M12.1. The MATLAB script topo_Rossby_wave.m plots solutions for various

fields for a stationary linear Rossby wave forced by flow over an iso-
lated ridge. A B—plane channel model is used following the discussion in
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Section 12.3.1. Run the script for mean wind values of 5, 10, 15, 20, and
25 m s~ !. Describe how the geopotential and potential temperature per-
turbations change with changing mean wind speed. Explain these results
based on the arguments given in Section 12.3.1.

M12.2. For the situation of Problem 12.4 let Jy = 10703, N =102 s~ 1,
f= 10 4s L i=10°m,m= w/H, where H = 10* m, and y
107> s~!. Make contour plots of the fields u, 7*, w*, T and discuss the
relationship of these fields to the imposed diabatic heating.

M12.3. The MATLAB script sudden_warming.m provides an analogue to the
sudden stratospheric warmings on an extratropical 8 plane centered at
60°N. The amplitude of a single planetary wave of zonal wave number
s = 1 or s = 2 is specified at the bottom boundary (taken to be the 16-
km level), and a time integration is carried out to determine the evolution
of the zonal mean wind in the stratosphere forced by the EP flux of the
specified wave. For the cases s = 1 and 2, run the model for geopotential
heights between 100 and 400 m at a 50-m interval. For each case note
whether the flow tends toward steady state or repeated sudden warm-
ings. Modify the code to plot the time—height evolution of the EP flux
divergence for the case s = 2 and forcing of 200 m.

M12.4. The MATLAB script gbo_model.m is a simplified one-dimensional model
of the equatorial QBO originally introduced by Plumb (1977). In this
model the mean zonal flow is forced by two waves of equal amplitude
at the lower boundary and equal and opposite phase speeds. The initial
mean wind profile has a weak westerly shear. If the model is run for suf-
ficiently weak forcing the mean wind approaches a steady state, but for
forcing greater than a critical amplitude a downward propagating oscilla-
tory solution occurs, with period dependent on the amplitude of forcing.
Run the script for a range of forcing between 0.04 and 0.40 and deter-
mine the approximate minimum forcing for a large-amplitude oscillatory
motion to occur, and the dependence of period on the forcing amplitude.
Modify the script to compute the time mean of the zonal wind over the
course of several oscillations. Try a case in which the eastward forcing
is 0.15 and the westward forcing is 0.075. How does the time mean wind
change in this case?

Suggested References

Brasseur and Solomon, Aeronomy of the Middle Atmosphere, has an excellent discussion of the chem-
istry of the stratosphere at an advanced level.

Andrews, Holton, and Leovy, Middle Atmosphere Dynamics, present a graduate-level treatment of the
dynamics of the stratosphere and mesosphere.



CHAPTER 13

Numerical Modeling and
Prediction

Dynamical meteorology provides the theoretical basis and methodology for
modern weather forecasting. Stated simply, the objective of dynamical forecasting
is to predict the future state of the atmospheric circulation from knowledge of its
present state by use of numerical approximations to the dynamical equations. To
fulfill this objective requires observations of the initial state of the field variables,
a closed set of prediction equations relating the field variables, and a method
of integrating the equations in time to obtain the future distribution of the field
variables.

Numerical prediction is a highly specialized field, which is continually evolving.
Operational forecast centers utilize complex prediction models that require the
largest available supercomputers for their solution. It is difficult to provide more
than a superficial introduction to such models in an introductory text. Fortunately,
however, many aspects of numerical prediction can be illustrated using a simple
model, such as the barotropic vorticity equation. In fact, this equation was the basis
of the earliest operational numerical prediction models.

448
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13.1 HISTORICAL BACKGROUND

The British scientist L. F. Richardson made the first attempt to predict the weather
numerically. His book, Weather Prediction by Numerical Process, published in
1922, is the classic treatise in this field. In his work Richardson showed how the
differential equations governing atmospheric motions could be written approxi-
mately as a set of algebraic difference equations for values of the tendencies of
various field variables at a finite number of points in space. Given the observed
values of the field variables at these grid points, the tendencies could be calculated
numerically by solving the algebraic difference equations. By extrapolating the
computed tendencies ahead a small increment in time, an estimate of the fields at
a short time in the future could be obtained. The new values of the field variables
could then be used to recompute the tendencies, which could in turn be used to
extrapolate further ahead in time, and so on. Even for short-range forecasting over
a small area of the earth, this procedure requires an enormous number of arithmetic
operations. Richardson did not foresee the development of high-speed digital com-
puters. He estimated that a work force of 64,000 people would be required just to
keep up with the weather on a global basis!

Despite the tedious labor involved, Richardson worked out one example forecast
for surface pressure tendencies at two grid points. Unfortunately, the results were
very poor. Predicted pressure changes were an order of magnitude larger than
those observed. At the time this failure was thought to be due primarily to the poor
initial data available, especially the absence of upper-air soundings. However, it is
now known that there were other, even more serious, problems with Richardson’s
scheme.

After Richardson’s failure to obtain a reasonable forecast, numerical prediction
was not again attempted for many years. Finally, after World War II interest in
numerical prediction revived due partly to the vast expansion of the meteorolog-
ical observation network, which provided much improved initial data, but even
more importantly to the development of digital computers, which made the enor-
mous volume of arithmetic operations required in a numerical forecast feasible.
At the same time it was realized that Richardson’s scheme was not the simplest
possible scheme for numerical prediction. His equations not only governed the
slow-moving meteorologically important motions, but also included high-speed
sound and gravity waves as solutions. Such waves are in nature usually very weak
in amplitude. However, for reasons that will be explained later, if Richardson had
carried his numerical calculation beyond the initial time step, these oscillations
would have amplified spuriously, thereby introducing so much “noise” in the solu-
tion that the meteorologically relevant disturbances would have been obscured.

The American meteorologist J. G. Charney showed in 1948 how the dynam-
ical equations could be simplified by systematic introduction of the geostrophic
and hydrostatic approximations so that the sound and gravity oscillations were
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filtered out. The equations that resulted from Charney’s filtering approximations
were essentially those of the quasi-geostrophic model. Thus, Charney’s approach
utilized the conservative properties of potential vorticity. A special case of this
model, the equivalent barotropic model, was used in 1950 to make the first suc-
cessful numerical forecast.

This model provided forecasts of the geopotential near 500 hPa. Thus, it did not
forecast “weather” in the usual sense. It could, however, be used by forecasters as
an aid in predicting the local weather associated with large-scale circulations. Later
multilevel versions of the quasi-geostrophic model provided explicit predictions
of the surface pressure and temperature distributions, but the accuracy of such pre-
dictions was limited due to the approximations inherent in the quasi-geostrophic
model.

With the development of vastly more powerful computers and more sophis-
ticated modeling techniques, numerical forecasting has now returned to models
that are quite similar to Richardson’s formulation, and are far more accurate than
quasi-geostrophic models. Nevertheless, it is still worth considering the simplest
filtered model, the barotropic vorticity equation, to illustrate some of the technical
aspects of numerical prediction in a simple context.

13.2 FILTERING METEOROLOGICAL NOISE

One difficulty in directly applying the unsimplified equations of motion to the
prediction problem is that meteorologically important motions are easily lost in
the noise introduced by large-amplitude sound and gravity waves, which may arise
as a result of errors in the initial data, and then can spuriously amplify to dominate
the forecast fields. As an example of how this problem might arise, consider the
pressure and density fields. On the synoptic scale these are in hydrostatic balance to
a very good approximation. As a consequence, vertical accelerations are extremely
small. However, if the pressure and density fields were determined independently
by observations, as would be the case if the complete dynamical equations were
used, small errors in the observed fields would lead to large errors in the computed
vertical acceleration simply because the vertical acceleration is the very small
difference between two large forces (the vertical pressure gradient and buoyancy).
Such spurious accelerations would appear in the computed solutions as high-speed
sound waves of very large amplitude. In a similar fashion, errors in the initial
horizontal velocity and pressure fields would lead to spuriously large horizontal
accelerations, as horizontal acceleration results from the small difference between
Coriolis and pressure gradient forces. Such spurious horizontal accelerations would
excite both sound and gravity waves.

In order to overcome this problem, either the “observed” fields must be modified
systematically to remove unrealistic force imbalances or the prediction equations
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must be modified to remove the physical mechanisms responsible for the occur-
rence of the unwanted oscillations, while still preserving the meteorologically
important motions. In modern numerical forecasting, gravity waves are usually
controlled by suitably adjusting the initial data; sound waves, however, are gener-
ally filtered from the dynamical equations.

To help understand how sound and gravity wave noise can be filtered from the
prediction equations, it is useful to refer back to Section 7.3 in which the physical
properties of such waves were discussed. If the pipe shown in Fig. 7.5 is tipped up
in the vertical, it can be used to generate vertically traveling sound waves. If we
now require that pressure be hydrostatic, the pressure at any point along the pipe
is determined solely by the weight of the air above that point. Hence, the vertical
pressure gradient cannot be influenced by adiabatic compression or expansion.
Therefore, vertically propagating sound waves are not among the possible modes
of oscillation in a hydrostatic system. Replacement of the vertical momentum
equation by the hydrostatic approximation is thus sufficient to filter out ordinary
sound waves. This approximation is used in virtually all models for forecasting
medium- and large-scale motions.

A hydrostatically balanced atmosphere can still, however, support a special
class of horizontally propagating acoustic waves. In this type of wave, the ver-
tical velocity is zero (neglecting orographic effects and departures of the basic
state temperature from isothermal conditions). The pressure, horizontal velocity,
and density, however, oscillate with the horizontal structure of the simple acoustic
waves described in Section 7.3.1. These oscillations have maximum amplitude
at the lower boundary and decay away from the boundary with the pressure and
density fields remaining in hydrostatic balance everywhere (see Problem 7.6).
Because these oscillations, known as Lamb waves, have maximum pressure per-
turbation amplitude at the ground, they may be filtered simply by requiring that
o = Dp/Dt = 0 at the lower boundary. This boundary condition is applied most
easily by formulating the equations in isobaric coordinates. In that case the condi-
tion w = 0 atthe lower boundary is a natural first approximation for geostrophically
scaled motions over level terrain (see the discussion in Section 3.5).

The set of equations including the above approximations still has solutions in
the form of internal gravity waves. Gravity waves may be important in accounting
for mesoscale variability, and the zonal drag force due to gravity waves must be
included in the overall zonal mean momentum balance. However, gravity waves
are not important for short-range forecasting of synoptic and planetary scale circu-
lations. Due, however, to their high frequency of oscillation, they can create serious
errors in numerical forecasts. One possible solution to this problem is to filter grav-
ity waves from the forecast equations. From the discussion of Section 7.4 it should
be apparent that gravity waves can be solutions only if the dynamical equations
are second order in time. In physical terms this turns out to require that the local
rate of change of the divergence of the horizontal velocity field must be implicitly
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included in the equations. One way to filter gravity waves is thus to divide the
horizontal velocity into irrotational and nondivergent parts as discussed in Sec-
tion 11.2 and to neglect the irrotational part of the motion in the velocity tendency
term. The resulting prognostic equation is the barotropic vorticity equation (11.14).
The stream function for the nondivergent flow can then be diagnostically related
to the geopotential field by the nonlinear balance equation (11.15). For extratropi-
cal synoptic scale motions, (11.15) can be replaced approximately by geostrophic
balance on the midlatitude S-plane, for which ¢ = @/ f.

The barotropic vorticity equation can be used to compute the evolution of the
flow at a single level in terms of the nondivergent flow at that level alone. No vertical
coupling is involved. Thus, no explicit predictions for levels above or below the
assumed nondivergent level are possible. The only “predictions” of surface weather
possible with this model are those based on climatological relationships between
the surface flow and flow at the nondivergent level. For extratropical flows it is
possible to explicitly model the vertical structure and still filter gravity waves by
utilizing the conservation of quasi-geostrophic potential vorticity (6.24), which
is related to the geopotential field through the elliptic boundary value problem
(6.25). Sections 13.4 and 13.5 utilize the barotropic vorticity equation to illustrate
the basic methodology of numerical weather prediction.

13.3 NUMERICAL APPROXIMATION OF THE EQUATIONS
OF MOTION

The equations of motion are an example of a general class of systems known
as initial value problems. A system of differential equations is referred to as an
initial value problem when the solution depends not only on boundary conditions,
but also on the values of the unknown fields or their derivatives at some initial
time. Clearly, weather forecasting is a primary example of a nonlinear initial value
problem. Due to its nonlinearity even the simplest forecast equation, the barotropic
vorticity equation, is rather complicated to analyze. Fortunately, general aspects of
the numerical solution of initial value problems can be illustrated using linearized
prototype equations that are much simpler than the barotropic vorticity equation.

13.3.1 Finite Differences

The equations of motions involve terms that are quadratic in the dependent variables
(the advection terms). Such equations generally cannot be solved analytically.
Rather, they must be approximated by some suitable discretization and solved
numerically. The simplest form of discretization is the finite difference method.
To introduce the concept of finite differencing, we consider a field variable ¥ (x),
which is a solution to some differential equation in the interval 0 < x < L. If this
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interval is divided into J subintervals of length §x, then i (x) can be approxi-
mated by a set of J + 1 values as W; = v (jdx), which are the values of the field
at the J + 1 grid points given by x = jéx, j =0,1,2,..., J, where éx = L/J.
Provided that §x is sufficiently small compared to the scale on which ¢ varies,
the J + 1 grid point values should provide good approximations to ¥ (x) and its
derivatives.

The limits of accuracy of a finite difference representation of a continuous vari-
able can be assessed by noting that the field can also be approximated by a finite
Fourier series expansion:

Jj2

v (x)=— ~|— Z [am cos

The available J + 1 values of W; are just sufficient to determine the J + 1
coefficients in (13.1). That is, it is possible to determine aq plus a,, and b,, for
wave numbers m = 1, 2, 3, ..., J/2. The shortest wavelength component in
(13.1) has wavelength L /m = 2L/J = 26x. Thus, the shortest wave that can be
resolved by finite differencing has a wavelength twice that of the grid increment.
Accurate representation of derivatives is only possible, however, for wavelengths
much greater than 25x.

We now consider how the grid point variable W ; can be used to construct a finite
difference approximation to a differential equation. That is, we wish to represent
derivatives such as dy//dx and d*v/dx? in terms of the finite difference fields.
We first consider the Taylor series expansions about the point xq:

2
X by sin ”mx} (13.1)

3
¥ o+ 51) = ¥ o)+ (xo) x-+ 9 (0) o )+w”’< 0 & o [en]
X 3 (13.2)
8 8
¥ (0 = 8%) = W (v0) — ()8 4" (10) oy ()
(13.3)

where the primes indicate differentiation with respect to x and O[(8x)*] means
that terms with order of magnitude (5x)* or less are neglected.

Subtracting (13.3) from (13.2) and solving for /(x) give a finite difference
expression for the first derivative of the form

Y (x0) = Y (o +8%) — ¥ (o — 80/ 26x) +0[60)?] (134

while adding the same two expressions and solving for " (x) give a finite differ-
ence expression for the second derivative of the form

P () = [¥ (xo +8%) = 29 (x0) + ¥ (x0 = 61)]/ (6x)? + O 5)?] (13.5)
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Because the difference approximations in (13.4) and (13.5) involve points at equal
distances on either side of xq, they are called centered differences. These approxi-
mations neglect terms of order (8x)2. We thus say that the truncation error is order
(8x)%. Higher accuracy can be obtained by decreasing the grid interval, but at the
cost of increasing the density of grid points. Alternatively, it is possible to obtain
higher order accuracy without decreasing the grid spacing by writing formulas
analogous to (13.2) and (13.3) for the interval 26x and using these together with
(13.2) and (13.3) to eliminate error terms less than order (8x)*. This approach,
however, has the disadvantage of producing more complicated expressions and
can be difficult to implement near boundary points.

13.3.2 Centered Differences: Explicit Time Differencing

As a prototype model we consider the linear one-dimensional advection equation
dq /ot + cdg/ox =0 (13.6)

with ¢ a specified speed and ¢ (x, 0) a known initial condition. This equation can
be approximated to second-order accuracy in x and ¢ by the centered difference
equation

[q (x,t4+68t) —q(x,t —6t)]/(20t) = —clg (x +6x,1) —q (x — éx,1)]/ (26x)
(13.7)
The original differential equation (13.6) is thus replaced by a set of algebraic

equations (13.7), which can be solved to determine solutions for a finite set of points

that define a grid mesh in x and ¢ (see Fig. 13.1). For notational convenience it is

useful to identify points on the grid mesh by indices m, s. These are defined by

lettingx = méx;m =0, 1, 2, 3,..., M, andt =sét;s =0, 1, 2, 3,..., S,

and writing §,,.s = ¢ (mdx, s8t). The difference equation (13.7) can then be

expressed as

ém,s+l - ém,s—l = —0 (ém—&-l,s - ém—l,s) (138)

where 0 = ¢6t/6x is the Courant number. This form of time differencing is
referred to as the leapfrog method, as the tendency at time step s is given by the
difference in values computed for time steps s 4+ 1 and s — 1 (i.e., by leaping across
point ).

Leapfrog differencing cannot be used for the initial time ¢ = 0 (s = 0), as ¢, —1
is not known. For the first time step, an alternative method is required such as the
forward difference approximation

Gm1 = Gmo=—(0/2) (gm+1.0 — Gm-1,0) (13.9)
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Fig. 13.1 Grid in x — ¢ space showing the domain of dependence of the explicit finite-difference
solution atm = 3 and s = 2 for the one-dimensional linear advection equation. Solid circles
show grid points. The sloping line is a characteristic curve along which ¢(x, t) = ¢(0, 0),
and the cross shows an interpolated point for the semi-Lagrangian differencing scheme. In
this example the leapfrog scheme is unstable because the finite difference solution at point
A does not depend on ¢ (0, 0).

The centered difference scheme for the advection equation (13.8) is an example
of an explicit time differencing scheme. In an explicit difference scheme, the
value of the predicted field at a given grid point for time step s + 1 depends
only on the known values of the field at previous time steps. (In the case of the
leapfrog method the fields at time step s and s — 1 are utilized.) The difference
equation can then be solved simply by marching through the grid and obtaining the
solution for each point in turn. The explicit leapfrog scheme is thus simple to solve.
However, as shown in the next section, it has disadvantages in that it introduces a
spurious “computational” mode and has stringent requirements on the maximum
value permitted for the Courant number. There are a number of alternative explicit
schemes that do not introduce a computational mode (e.g., see Problem 13.3), but
these still require that the Courant number be sufficiently small.

13.3.3 Computational Stability

Experience shows that solutions to finite difference approximations such as (13.8)
will not always resemble solutions to the original differential equations even when
the finite difference increments in space and time are very small. It turns out that
the character of the solutions depends critically on the computational stability
of the difference equations. If the difference equations are not stable, numerical
solutions will exhibit exponential growth even when, as in the case of the linear
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advection equation, the original differential equation system has solutions whose
amplitudes remain constant in time. In the example (13.8), stability considerations
place stringent limitations on the value of the parameter o, as we show later.

If the initial condition is specified as

q (x,0) = Re [exp (ikx)] = cos (kx)
The analytic solution of (13.6) that satisfies this initial condition is
q (x,t) =Re{exp[ik (x — ct)]} = cos (kx — ct) (13.10)

We now compare (13.10) with the solution of the finite difference system (13.8)
and (13.9). In finite difference form the initial condition is

Gm.0 = exp (ikmédx) = exp (ipm) (13.11)

where p = kdx. Noting that the analytic solution (13.10) is separable in x and ¢,
we consider solutions of (13.8) and (13.9) of the form

Gm.s = B* exp (ipm) (13.12)

where B is a complex constant. Substituting into (13.8) and dividing through by
the common factor B*~!, we obtain a quadratic equation in B:

B>+ (2i sin0p)B—1=0 (13.13)

where sin 6, = osinp. Equation (13.3.3) has two roots, which may be expressed
in the form

By =exp (—if,), By = —exp (+i0))
The general solution of the finite difference equation is thus
Gm,s = [CB} + DB3]exp (ipm) = Ce'(P"=0r%) 4 D (—1)* ! (P H00%) (13.14)

where C and D are constants to be determined by the initial conditions (13.11) and
the first time step (13.9). The former gives C + D = 1, whereas the latter gives

Ce % — Detfr =1 —ising, (13.15)

Thus,

C:M, D:_w (13.16)
2cos6), 2cos6),
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From inspection of (13.14) it is clear that the solution will remain finite for
s — oo provided that 6, is real. If 6, is imaginary, then one term in (13.14) will
grow exponentially and the solution will be unbounded for s — oo. This sort of
behavior is referred to as computational instability. Now because

0, = sin"! (o sin p) (13.17)

6 will be real only for |o sin p| < 1, which can only be valid for all waves (i.e.,
for all p) if o < 1. Thus, computational stability of the difference equation (13.8),
requires that

o =cét/déx <1 (13.18)

which is referred to as the Courant-Friedrichs—Levy (CFL) stability criterion.

The CFL criterion for this example states that for a given space increment §x the
time step §¢ must be chosen so that the dependent field will be advected a distance
less than one grid length per time step. The restriction on o given by (13.18)
can be understood physically by considering the character of the solution in the
x, t plane as shown in Fig. 13.1. In the situation shown in Fig. 13.1, 0 = 1.5.
Examination of the centered difference system (13.8) shows that the numerical
solution at point 4 in Fig. 13.1 depends only on grid points within the shaded
region of the figure. However, because 4 lies on the characteristic line x —ct = 0,
the true solution at point 4 depends only on the initial condition at x = O (i. e.,
a parcel which is initially at the origin will be advected to the point 36x in time
26t). The point x = 0 is outside the domain of influence of the numerical solution.
Hence, the numerical solution cannot possibly faithfully reproduce the solution to
the original differential equation since, as shown in Fig. 13.1, the value at point
A in the numerical solution has no dependence on the conditions at x = 0. Only
when the CFL criterion is satisfied will the domain of influence of the numerical
solution include the characteristic lines of the analytic solution.

Although the CFL condition (13.18) guarantees stability of the centered differ-
ence approximation to the one-dimensional advection equation, in general the CFL
criterion is only a necessary and not sufficient condition for computational stabil-
ity. Other forms of finite differencing the one-dimensional advection equation may
lead to more stringent limits on o than given in (13.18).

The existence of computational instability is one of the prime motivations for
using filtered equations. In the quasi-geostrophic system, no gravity or sound waves
occur. Thus, the speed ¢ in (13.18) is just the maximum wind speed. Typically,
¢ < 100ms~! so that for a grid interval of 200 km a time increment of over
30 min is permissible. However, in the nonhydrostatic equations commonly used
in cloud-resolving models, the solution would have characteristics corresponding
to acoustic modes, and to assure that the domain of influence included such char-
acteristics ¢ would need to be set equal to the speed of sound, which is the fastest
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wave described in that set of equations. In that case ¢ ~ 300ms~! and for a 1-km
vertical grid interval a time step of only a few seconds would be permitted.

13.3.4 Implicit Time Differencing

The spurious computational mode introduced by the leapfrog time differencing
scheme does not occur in a number of other explicit schemes, such as the Euler
backward scheme discussed in Problem 13.3. Such schemes do, however, retain
the time step limitation imposed by the CFL condition. This restriction and the
computational mode are eliminated by utilization of an alternative finite differ-
encing scheme called the trapezoidal implicit scheme. For the linear advection
equation (13.6) this scheme can be written in the form

(ém,s+l - qu,S) C |:(qu+1,‘¢+1 - C}m—l,s+l) + (ém-‘,—l,s - q,\m—l,s)

8t 2 25x 28x
(13.19)
Substituting the trial solution (13.12) into (13.19) yields
Bstl M BS (13.20)
1+4+i(c/2)sinp
where as before 0 = ¢4t /5xand p = kéx. Defining
tan6, = (0/2)sin p (13.21)
and eliminating the common term B* in (13.20), it can be shown that
1—itan6
B=(——2)= —2if 13.22
<l+itan0p> exp (~2i6,) (13.22)
so that the solution may be expressed simply as
Gm.s = Aexp [ik (me - 20ps/k)] (13.23)

Equation (13.19) involves only two time levels. Hence, unlike (13.14) the solu-
tion yields only a single mode, which has phase speed ¢’ = 26,,/(k8t). According
to (13.21), 6, remains real for all values of §¢. [This should be contrasted to the
situation for the explicit scheme given by (13.17).] Thus, the implicit scheme is
absolutely stable. The truncation errors, however, can become large if ), is not
kept sufficiently small (see Problem 13.9). A disadvantage of the implicit scheme is
that the integration cannot proceed by marching through the grid, as in the explicit



13.3 NUMERICAL APPROXIMATION OF THE EQUATIONS OF MOTION 459

case. In (13.19) there are terms involving the s + 1 time level on both sides of the
equal sign, and these involve the values at a total of three grid points. Thus, the
system (13.19) must be solved simultaneously for all points on the grid. If the grid
is large, this may involve inverting a very large matrix, and so is computationally
intensive. Furthermore, it is usually not feasible to utilize the implicit approach for
nonlinear terms, such as the advection terms in the momentum equations. Semi-
implicit schemes in which the linear terms are treated implicitly and the nonlinear
terms explicitly have, however, become popular in modern forecasting models.
These are discussed briefly in Section 13.6.

13.3.5 The Semi-Lagrangian Integration Method

The differencing schemes discussed above are Eulerian schemes in which the time
integration is carried out by computing the tendencies of the predicted fields at a set
of grid points fixed in space. Although it would be possible in theory to carry out
predictions in a Lagrangian framework by following a set of marked fluid parcels,
in practice this is not a viable alternative, as shear and stretching deformations tend
to concentrate marked parcels in a few regions so that it is difficult to maintain
uniform resolution over the forecast region. It is possible to take advantage of
the conservative properties of Lagrangian schemes, while maintaining uniform
resolution, by employing a semi-Lagrangian technique. This approach permits
relatively long time steps while retaining numerical stability and high accuracy.
The semi-Lagrangian method can be illustrated in a very simple fashion with the
one-dimensional advection equation (13.6). According to this equation the field g is
conserved following the zonal flow at speed c¢. Thus, for any grid point, x,,, = méx,
and time ¢, = s8¢

q Coms 15 + 86) = q (%5, 15) (13.24)

Here, X;, is the location at time f, for the air parcel that is located at point x,, at
time #; + §¢. This position in general does not lie on a grid point (see cross marked
on Fig. 13.1), so that evaluation of the right-hand side of (13.24) requires interpo-
lating from the grid point values at time ¢. For ¢ > 0 the position ¥}, lies between
the grid points x,,—, and x,,_,—1 where p is the integer part of the expression
cét/5x (a measure of the number of grid points traversed in a timestep). If linear
interpolation is used

=S

q (% t5) = @q (xm—p-1, ) + (1 = &) g (Xm—p, 15)

where o = (xm,p - ifn) /8x. Thus, in Fig. 13.1 p = 1, and to predict g at point
A data are interpolated between the points m = 1 and m = 2 to the point shown
by the cross.
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In an actual prediction model the velocity field is predicted rather than known
as in this simple example. Thus, for a two-dimensional field

q(x,y, t+68t)=q (x —udt,y—vdt,t) (13.25)

where the velocity components at time # can be used to estimate the fields at # 4 §¢;
once these are obtained they can be used to provide more accurate approximations
to the velocities on the right in (13.25). The right side in (13.25) is again estimated
by interpolation, which now must be carried out in two dimensions.

As shown in Fig. 13.1, the semi-Lagrangian scheme guarantees that the domain
of influence in the numerical solution corresponds to that of the physical problem.
Thus, the scheme is computational stability for time steps much longer than possi-
ble with an explicit Eulerian scheme. The semi-Lagrangian scheme also preserves
the values of conservative properties quite accurately and is particularly useful for
accurately advecting trace constituents such as water vapor.

13.3.6 Truncation Error

To be useful it is necessary not only that a numerical solution be stable, but that
it also provide an accurate approximation to the true solution. The difference
between the numerical solution to a finite difference equation and the solution to
the corresponding differential equation is called the discretization error. If this
error approaches zero with §¢ and x, the solution is called convergent. The differ-
ence between a differential equation and the finite difference analog to it is referred
to as a fruncation error because it arises from truncating the Taylor series approx-
imation to the derivatives. If this error approaches zero as 8¢ and éx go to zero,
the scheme is called consistent. According to the Lax equivalence theorem, if the
finite difference formulation satisfies the consistency condition, then stability is
the necessary and sufficient condition for convergence. Thus, if a finite difference
approximation is consistent and stable, one can be certain that the discretization
error will decrease as the difference intervals are decreased, even if it is not possible
to determine the error exactly.

Because numerical solutions are as a rule sought only when analytic solutions
are unavailable, it is usually not possible to determine the accuracy of a solution
directly. For the linear advection equation with constant advection speed consid-
ered in Section (13.3.3), it is possible, however, to compare the solutions of the
finite difference equation (13.8) and the original differential equation (13.6). We
can then use this example to investigate the accuracy of the difference method
introduced above.

From the above discussion we already can conclude that the magnitude of the
truncation error in the present case will be of order 8x* and §¢2. It is possible

1 See Richtmyer and Morton (1967).
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to obtain more precise information on accuracy from examination of the solution
(13.14). Note that for , — 0,C — 1, and D — 0. The part of the solution
proportional to C is the physical mode. The part proportional to D is called the
computational mode because it has no counterpart in the analytic solution to the
original differential equation. It arises because centered time differencing has
turned a differential equation that is first order in time into a second-order finite
difference equation. The accuracy of the finite difference solution depends not only
on the smallness of D and the closeness of C to unity, but on the match between
the phase speed of the physical mode and the phase speed in the analytic solution.
The phase of the physical mode is given in (13.14) by

pm — 0ps = (p/8x) (mdx — 0,s8x/p) =k (x — 't)

where ¢’ = 6,8x/(pdt) is the phase speed of the physical mode. Its ratio to the
true phase speed is

/e = 6,8x/ (pest) = sin™! (o sin p) / (o p)

so that ¢//c — 1 as op — 0. The dependence of ¢'/c and | D|/|C| on wavelength
is shown in Table 13.1 for the particular case where o = 0.75.

It is clear from Table 13.1 that phase speed and amplitude errors both increase
as the wavelength decreases. Short waves move slower than long waves in the
finite difference solution, even though in the original equation all waves move at
speed c. This dependence of phase speed on wavelength in the difference solution
is called numerical dispersion. It is a serious problem for numerical modeling of
any advected field that has sharp gradients (and hence large-amplitude short-wave
components).

Short waves also suffer from having significant amplitude in the computational
mode. This mode, which has no counterpart in the solution to the original differen-
tial equation, propagates opposite to the direction of the physical mode and changes
sign from one time step to the next. This behavior makes it easy to recognize when
the computational mode has significant amplitude.

Table 13.1 Phase and Amplitude Accuracy of Centered Difference Solution of the
Advection Equation as a Function of Resolution for o = 0.75

L/8x P Op /e |D|/IC|
2 kg e — 00
4 /2 0.848 0.720 0.204
8 /4 0.559 0.949 0.082
16 /8 0.291 0.988 0.021
32 /16 0.147 0.997 0.005




462 13 NUMERICAL MODELING AND PREDICTION

13.4 THE BAROTROPIC VORTICITY EQUATION IN FINITE
DIFFERENCES

The simplest example of a dynamical forecast model is the barotropic vorticity
equation (11.14), which for a Cartesian 8 plane can be written in the form

ik
= F(x,y,1) (13.26)

where

F(x,y,t) =VyeV(E + )= 9 (uyt) + 9 (vy¢) + Buy (13.27)
ox ay

and uy = —0Y/dy, vy = 0Y/dx, and & = V2. We have here used the fact
that the horizontal velocity is nondivergent (duy /0x + dvy /dy = 0) to write the
advection term in flux form. The advection of absolute vorticity F(x, y, f) may
be calculated provided that we know the field of v (x, y, ¢). Equation (13.26)
can then be integrated forward in time to yield a prediction for ¢. It is then
necessary to solve the Poisson equation £ = V2 to predict the stream-
function.

A straightforward solution method is the leapfrog scheme discussed in Sec-
tion 13.3.2. This requires writing (13.27) in finite difference form. Suppose that
the horizontal x,y space is divided into a grid of (M + 1) x (N + 1) points
separated by distance increments §x and §y. Then we can write the coordinate
position of a given grid point as x,, = méx, y, = néy, wherem =0,1,2,..., M
andn = 0,1,2,..., N. Thus any point on the grid is uniquely identified by the
indices (m, n). A portion of such a grid space is shown in Fig. 13.2.

Centered difference formulas of the type (13.4) can then be used to approximate
derivatives in the expression F(x, y,t). For example, if we assume that x =
Sy=d )

Uy X Upp = — (wm,n+1 - wm,n—l /2d

Vy N Upop = + (¢m+l,n - wm—l,n) /2d (13.28)
Similarly, with the aid of (13.5) we find that the horizontal Laplacian can be
approximated as

Vzw ~ ('ﬁm+l,n + 1pm—l,n + 1,[/m,n-i-l + wm,n—l - 41ﬁm,n) /dz = gm,n (1329)

The finite difference form of the Laplacian is proportional to the difference
between the value of the function at the central point and the average value at
the four surrounding grid points. If there are (M — 1) x (N — 1) interior grid
points, then (13.29) yields a set of (M — 1) x (N — 1) simultaneous equa-
tions, which together with suitable boundary conditions determine v, , for a
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Fig. 13.2 A portion of a two-dimensional (x, y) grid mesh for solution of the barotropic vorticity
equation.

given array &, ,. This set can be solved by standard methods of matrix
inversion.

Before expressing the advection term F'(x, y, ¢) in finite difference form, it is
worth noting that if ¥ is taken to be constant on the northern and southern bound-
aries of the B-plane channel, it is easily shown by integration over the area of the
channel that the average value of F is zero. This implies that the mean vorticity is
conserved for the channel. It is also possible, with a little more algebra, to show
that the mean kinetic energy and the mean square vorticity (called the enstrophy)
are conserved.

For accuracy of long-term integrations, it is desirable that any finite differ-
ence approximation to F satisfy the same conservation constraints as the original
differential form; otherwise the finite difference solution would not be conser-
vative. The mean vorticity, for example, might then drift systematically in time
purely due to the nature of the finite difference solution. Finite difference schemes
that simultaneously conserve vorticity, kinetic energy, and enstrophy have been
designed. They are, however, rather complex. For our purposes it is sufficient
to note that by writing the advection in the flux form (13.27) and using cen-
tered space differences we can conserve both mean vorticity and mean kinetic
energy:

oo 1
mmn = g [(um+1,n§m+l,n - umfl,né‘mfl,n)

+ (Um,n—&-lé'm,n—i-l - Um,n—lé—m,n—l)] + ,va,n (13.30)
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It is verified readily that if i satisfies periodic boundary conditions there is a
cancellation of terms when (13.30) is summed over the domain. Thus,

M N
3N Fun=0 (13.31)

m=1n=1

Therefore, mean vorticity is conserved (except for errors introduced by time dif-
ferencing) when (13.30) is used as the finite difference form of the advection term.
This form also conserves mean kinetic energy (see Problem 2). Enstrophy is not
conserved in this difference formulation, and it is conventional to add a small
diffusion term in order to control any numerically generated increase in enstrophy.

The procedure for preparing a numerical forecast with the barotropic vorticity
equation can now be summarized as follows:

(1) The observed geopotential field at the initial time is used to compute the
initial stream function ¥, , (¢ = 0) at all grid points.

(2) Fy,p is evaluated at all grid points.

(3)  &m.n(t + 8¢) is determined using centered differencing except at the first
time step when a forward difference must be used.

(4) The simultaneous set (13.29) is solved for ¥, , (¢t 4 8t).

(5) The predicted array of v, , is used as data, and steps 2—4 are repeated until
the desired forecast period is reached. For example, a 24-h forecast with 30-min
time increments would require 48 cycles.

13.5 THE SPECTRAL METHOD

In the finite difference method, the dependent variables are specified on a set
of grid points in space and time, and derivatives are approximated using finite
differences. An alternative approach, referred to as the spectral method, involves
representing the spatial variations of the dependent variables in terms of finite
series of orthogonal functions called basis functions. For the Cartesian geometry
of a midlatitude B-plane channel, the appropriate set of basis functions is a double
Fourier series in x and y. For the spherical earth, however, the appropriate basis
functions are the spherical harmonics.

A finite difference approximation is local in the sense that the finite difference
variable W¥,, , represents the value of v (x, y) at a particular point in space, and the
finite difference equations determine the evolution of the W,, ,, for all grid points.
The spectral approach, however, is based on global functions, that is, the individual
components of the appropriate series of basis functions. In the case of Cartesian
geometry, for example, these components determine the amplitudes and phases of
the sinusoidal waves that when summed determine the spatial distribution of the
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dependent variable. The solution proceeds by determining the evolution of a finite
number of Fourier coefficients. Because the distribution in wave number space
of the Fourier coefficients for a given function is referred to as its spectrum, it is
appropriate to call this approach the spectral method.

At low resolution the spectral method is generally more accurate than the grid
point method, partly because for linear advection the numerical dispersion dis-
cussed in Section 13.3.4 can be severe in a grid point model, but does not occur in
a properly formulated spectral model. For the range of resolutions used commonly
in forecast models the two approaches are comparable in accuracy, and each has
its advocates.

13.5.1 The Barotropic Vorticity Equation in Spherical Coordinates

The spectral method is particularly advantageous for solution of the vorticity equa-
tion. When the proper set of basis functions is chosen, it is trivial to solve the
Poisson equation for the streamfunction. This property of the spectral method not
only saves computer time, but eliminates the truncation error associated with finite
differencing the Laplacian operator.

In practice the spectral method is applied most frequently to global models.
This requires use of spherical harmonics, which are more complicated than Fourier
series. In order to keep the discussion as simple as possible, it is again useful to
consider the barotropic vorticity equation as a prototype forecast model in order
to illustrate the spectral method on the sphere.

The barotropic vorticity equation in spherical coordinates may be expressed as

D .
o &t 2Qsing) =0 (13.32)

where as usual £ = V24, with ¢ a streamfunction, and

8+ u 0 v 0
Dt dt  acos¢p oA ado

(13.33)

It turns out to be convenient to use u = sin¢ as the latitudinal coordinate, in
which case the continuity equation can be written

19 u 19
- - =0 13.34
a o (cos¢>+aau (veos ) ( )

so that the streamfunction is related to the zonal and meridional velocities accord-
ing to
u Loy

———; vcos¢

_ _181//
cos¢  adp’

VRN

(13.35)
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The vorticity equation can then be expressed as

Vi 1 [y aviy oy oviy ] 2Q0y (13.36)
ot a’|ap 9 ar u a? '
where 5
1 (9 Y 1 3%y
Vg =—=1—|(1-p)—= |+ —— 13.37
v a2{8M|:< 'u)aui|+1—u28)\2} ¢ )

The appropriate orthogonal basis functions are the spherical harmonics, which
are defined as '
Y, (u,2) = P, (n) e™* (13.38)

where y = (n,m) is a vector containing the integer indices for the spherical
harmonics. These are given by m = 0, 1, +2, £3,...,n = 1, 2,3, ..., where it
is required that [m| < n. Here, P, designates an associated Legendre function of
the first kind of degree n. From (13.38) it is clear that m designates the zonal wave
number. It can be shown? that n — |m| designates the number of nodes of P, in the
interval —1 < p < 1 (i.e., between the poles), and thus measures the meridional
scale of the spherical harmonic. The structures of a few spherical harmonics are
shown in Fig. 13.3.

An important property of the spherical harmonics is that they satisfy the rela-

tionship

n(n+1)Y

VY, = ————Y, (13.39)

a
so that the Laplacian of a spherical harmonic is proportional to the function itself,
which implies that the vorticity associated with a particular spherical harmonic
component is simply proportional to the streamfunction for the same component.

In the spectral method on the sphere, the streamfunction is expanded in a finite
series of spherical harmonics by letting

Y=Y Yy () Yy (w2 (13.40)
14

where v, is the complex amplitude for the Y,, spherical harmonic and the sum-
mation is over both » and m. The individual spherical harmonic coefficients yr,
are related to the streamfunction ¥ (1, i) through the inverse transform

1 *
¥, (6) = E/wa(k,u,t)dS (13.41)
S

where dS = dudi and Y. ;f designates the complex conjugate of Y, .

2 See Washington and Parkinson (1986) for a discussion of the properties of the Legendre function.
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Antisymmetric Symmetric

Fig. 13.3 Patterns of positive and negative regions for the spherical harmonic functions with n = 5
andm =0, 1,2, 3,4,5. (After Washington and Parkinson, 1986, adapted from Baer, 1972.)

13.5.2 Rossby-Haurwitz Waves

Before considering numerical solution of the barotropic vorticity equation, it is
worth noting that an exact analytic solution of the nonlinear equation can be
obtained in the special case where the streamfunction is equal to a single spherical
harmonic mode. Thus, we let

VG, 1) =y (0™ Py (1) (13.42)
Substituting from (13.42) into (13.36) and applying (13.39), we find that the non-
linear advection term is identically zero so that the amplitude coefficient satisfies
the ordinary linear equation
—nm+1)dy, /dt = -2Qimy, (13.43)
which has the solution ¥, (t) = v, (0)exp(iv, t), where

vy =2Qm/[n(n+ 1)] (13.44)

is the dispersion relationship for Rossby—Haurwitz waves, which is the name given
to planetary waves on a sphere. [This should be compared to (7.91), which is the
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equivalent expression for a midlatitude S-plane.] Because the horizontal scale of a
spherical harmonic mode is proportional to n !, (13.44) shows that a single mode
propagates westward on a sphere at a speed that is approximately proportional
to the square of the horizontal scale. This solution also suggests why for some
problems the spectral method is superior to the finite difference method at coarse
resolution. A model containing even a single Fourier component can represent
a realistic meteorological field (the Rossby wave), while many grid points are
required for an equivalent representation in finite differences.

13.5.3 The Spectral Transform Method

When many spherical harmonic modes are present, the solution of (13.36) by
a purely spectral method requires evaluation of the nonlinear interactions among
various modes due to the advection term. It turns out that the number of interaction
terms increases as the square of the number of modes retained in the series (13.40)
so that this approach becomes computationally inefficient for models with the sort
of spatial resolution required for prediction of synoptic-scale weather disturbances.
The spectral transform method overcomes this problem by transforming between
spherical harmonic wave number space and a latitude—longitude grid at every time
step and carrying out the multiplications in the advection term in grid space so that
it is never necessary to compute products of spectral functions.

To illustrate this method it is useful to rewrite the barotropic vorticity equation

in the form
vy _ 1 298W+A(x ) (13.45)
a2 |7 K '
where
Ay avViy Yy VY
A, ) = | —— . 13.46
(“)[aua)\Jra/\au, (13.46)

Substituting from (13.40) into (13.45) then yields for the spherical harmonic coef-
ficients
dyr, /dt = iv,yry, + Ay [n (n + 1] (13.47)

where A4, is the y component of the transform of 4(A, w):

: 2w +1
A, = E/ fA(A,M)Y;‘dAdu (13.48)
0 —1

The transform method utilizes the fact that if the sum y = (n, m) is taken over
a finite number of modes, the integral in the transform (13.48) can be evaluated
exactly by numerical quadrature [i.e., by summing appropriately weighted values
of A(A, w) evaluated at the grid points (A, ) of alatitude—longitude grid mesh. ]
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Computation of the distribution of A(A, ) for all grid points can be carried out
without need to introduce finite differences for derivatives by noting that we can
express the advection term in the form

-1
4 ()‘j’ “k) = (1 - Mz) [F1F> + F3F4] (13.49)
where

F=— (1 — ,ﬁ) /o, P =avViy/an,

Py = (1 — ,;,2) OV2y/du, Fi=ow/oA

The quantities F; — Fy can be computed exactly for each grid point using the
spectral coefficients v, and the known differential properties of the spherical
harmonics. For example,

Fy=0y/on =Y imyr, Yy (A}, )
14

Once these terms have been computed for all grid points, 4 (X, 1) can be computed
at the grid points by forming the products F F, and F3 Fy; no finite difference
approximations to the derivatives are required in this procedure. The transform
(13.48) is then evaluated by numerical quadrature to compute the spherical har-
monic components 4,,. Finally, (13.47) can be stepped ahead by a time increment
&t in order to obtain new estimates of the spherical harmonic components of the
streamfunction. The whole process is then repeated until the desired forecast period
is reached. The steps in forecasting with the barotropic vorticity equation using
the spectral transform method are summarized in schematic form in Fig. 13.4.

W\ bk 1 A )
L0 ) —> rr

U (t+ 1) 3 A
4, (t+50) é Y

Fig. 13.4  Steps in the prediction cycle for the spectral transform method of solution of the barotropic
vorticity equation.
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13.6 PRIMITIVE EQUATION MODELS

Modern numerical forecast models are based on a formulation of the dynamical
equations, referred to as the primitive equations, which is essentially the formu-
lation proposed by Richardson. The primitive equations differ from the complete
momentum equations (2.19)—(2.21) in that the vertical momentum equation is
replaced by the hydrostatic approximation, and the small terms in the horizontal
momentum equations given in columns C and D in Table 2.1 are neglected. In most
models some version of the o-coordinate system introduced in Section 10.3.1 is
used, and the vertical dependence is represented by dividing the atmosphere into a
number of levels and utilizing finite difference expressions for vertical derivatives.
Both finite differencing and the spectral method have been used for horizontal dis-
cretization in operational primitive equation forecast models. Excellent examples
of such models are the grid point and spectral models developed at the European
Centre for Medium-Range Weather Forecasts (ECMWF). The numerical forecast-
ing system at ECMWEF, and several other centers, includes both a deterministic
model and an ensemble prediction system. The deterministic model is typically
run at very high resolution with the best estimate of the initial conditions. The
ensemble prediction system consists of a number of parallel runs of a reduced
resolution model in which the initializations (and sometimes the model physics)
are slightly perturbed. The spread of forecasts given by members of the ensemble
can then be used to assess confidence in the forecasts.

13.6.1 The Ecmwf Grid Point Model

The earliest version of the ECMWF operational model was a global grid point
model with second-order horizontal differencing on a uniform grid with intervals
of 1.875° in both latitude and longitude. For computational efficiency and noise
control the grid was staggered in space, as shown in Fig. 13.5, so that not all
variables were carried at the same points in A and ¢. Variables were also staggered
vertically, as shown in Fig. 13.6, and there were a total of 15 unequally spaced
o layers, arranged to provide the finest resolution near the ground, the coarsest
resolution in the stratosphere, and an uppermost layer near the 25-hPa level.

The difference equations on the staggered grid can be expressed most conve-
niently by defining a special operator notation as follows:

7 =[u O+ 80/2) +u(h —81/2)] /2

(13.50)
Satt = [u (k4 84/2) — u (A — 81/2)] /A

These represent, respectively, the averaging and differencing of adjacent grid point
values of the field # on a latitude circle. Similar expressions can be defined for the
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Fig. 13.5 Horizontal staggered grid arrangement in the ECMWF grid point model.

meridional and vertical directions. The continuity equation, for example, can then
be expressed in the form

ops 1
at acos¢

[6,.U + 84 (V cos )] + 85 (ps6) =0 (13.51)

where U = ﬁ?u and V = ﬁ?v and are horizontal mass fluxes (see Section
10.3.1). Due to the arrangement of variables on the staggered grid of Fig. 13.5, the
horizontal mass flux divergence evaluated by taking differences over the increments
SX, 8¢ in (13.51) is centered at the point where py is defined. This provides an
improvement on the accuracy possible with a nonstaggered grid in which these
differences would need to be evaluated over grid distances of 251, 25¢.

Grid staggering provides a similar gain in accuracy in computation of the pres-
sure gradient terms in the momentum equations. Thus,

ou -1 —0 —\
ou _ [am + RT"8; (In py) + - - ] (13.52)
at acos ¢
av 1 —0 —¢
e [5¢<1> + RT? 8 (in py) + - ] (13.53)
a
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1/2 6=0,4;0=0,,=0
{ ————————————————— uv, T, 0 0=0
3/2 G, b;0=0gp

>

5/2
k-(1/2) & b0 =0k (12)
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Fig. 13.6 Vertical disposition of variables in the ECMWEF grid point model. (After Simmons et al.,
1989.)

In this case, however, the vertical average of ® is required since, as indicated in
Fig. 13.6, ® is staggered vertically with respect to u, v, T. The complete finite
difference equations for this model, including the required special treatment of
polar regions, are quite complex and will not be given here. They are discussed in
Simmons et al. (1989).

The vertical finite differences in this model are defined so that the model can
be run in either the o coordinates discussed in Section 10.3.1 or in a hybrid coor-
dinate system in which the coordinate varies from pure sigma coordinates in the
troposphere to isobaric coordinates in the stratosphere.

13.6.2 Spectral Models

ECMWF and most other operational forecast centers utilize spectral models as their
primary global forecast models. Grid point models are generally employed for fine
scale limited area models and may become more common for very high resolution
global models because the number of operations increases linearly with the number
of grid points, but increases as n log n in a spectral model (where » is the number
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of modes). Operational spectral models employ a primitive equation version of the
spectral transform method described in Section 13.5. In this method the values of all
meteorological fields are available in both spectral and grid point domains at each
time step. Vorticity and divergence are employed as predictive variables rather than
u and v. Physical computations involving such processes as radiative heating and
cooling, condensation and precipitation, and convective overturning are calculated
in physical space on the grid mesh, whereas differential dynamical quantities such
as pressure gradients and velocity gradients are evaluated exactly in spectral space.
This combination preserves the simplicity of the grid point representation for
physical processes that are “local” in nature, while retaining the superior accuracy
of the spectral method for dynamical calculations.

As of early 2003 the ECMWF deterministic global model employed a series of
spherical harmonics truncated at M = N = 511, where (N, M) are the maximum
retained values of (n, m). This truncation is referred to as a triangular truncation
(T511) because on a plot of m versus n the retained modes occupy a triangu-
lar area. Another popular spectral truncation is rhomboidal truncation, which has
N = |m|+M.Bothof these truncations are shown schematically in Fig. 13.7. In tri-
angular truncation, the horizontal resolution in the zonal and meridional directions
is nearly equal. In rhomboidal truncation, however, the latitudinal resolution is the
same for every zonal wave number. Rhomboidal truncation has some advantages
for low-resolution models, but at high resolution the triangular truncation appears

Rhomboidal Triangular

Im| Im|

Fig. 13.7 Regions of wave number space (n,m) in which spectral components are retained for
the rhomboidal truncation (left) and triangular truncation (right). (After Simmons and
Bengtsson, 1984.)
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to be superior. The deterministic ECMWF T511 spectral model has an equivalent
horizontal grid spacing of about 40 km. The ECMWF ensemble prediction system
in 2003 was based on a T255 spectral model (horizontal grid spacing of about
80 km). As of 2003 the deterministic ECMWF model had 60 vertical levels extend-
ing from the surface to about 64 km, while the ensemble prediction system had
40 levels extending from the surface to about 30 km.

Due to the high resolutions of the ECMWEF T511 and T255 models, a time
integration scheme based on the centered difference leapfrog method or other
explicit scheme would require very small time steps in order to satisfy the CFL
conditions (13.18) for the fastest propagating gravity wave modes and for the
advection terms in areas of high wind speed. To avoid the computational overhead
of such a model, the time integration is carried out using a semi-implicit technique
in which terms associated with gravity wave propagation are treated implicitly;
and a semi-Lagrangian technique is employed for computation of the nonlinear
advection terms. A time step of 15 min or more can then be used.

13.6.3 Physical Parameterizations

The physical processes included in modern operational forecast models are gen-
erally the same as those included in general circulation models and were shown
schematically in Fig. 10.22. Inclusion of such processes as boundary layer fluxes,
vertical mixing by dry and moist convection, formation of clouds and precipita-
tion, and the interaction of cloud and radiation fields requires that the relevant
subgrid scale processes be represented in terms of model predicted fields. The
approximation of unresolved processes in terms of resolved variables is referred
to as parameterization; it is probably the most difficult and controversial area of
weather and climate modeling.

Perhaps the most important physical process that must be parameterized is con-
vection. Vertical heat transfer by convection is essential in maintaining the observed
tropospheric lapse rate and moisture distribution. The simplest way to mimic this
effect of unresolved convective motions is through convective adjustment. In a sim-
ple version of this method, the relative humidity and lapse rate in each grid column
are examined at the end of each time step. If the lapse rate is super adiabatic, the
temperature profile is adjusted to dry static neutrality in a manner that conserves
energy; if the column is conditionally unstable, and the humidity exceeds a spec-
ified value, the column is adjusted to moist static neutrality. More sophisticated
schemes utilize the fact that moist convection is dependent on low-level moisture
convergence and include a moisture budget as part of the parameterization (see
Section 11.3).

Various methods are used to relate clouds to the resolved humidity, tempera-
ture, and wind fields. None is completely satisfactory. In some models the model-
predicted cloud fields are used only in the portion of the model concerned with
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precipitation, and cloud-radiation interactions are parameterized using specified
cloud climatologies.

13.7 DATA ASSIMILATION

The capability of anumerical forecasting model to produce useful forecasts depends
not only on the resolution of the model and the accuracy with which dynam-
ical and physical processes are represented; it is also critically dependent on
the initial conditions employed for integrating the model. As Richardson’s early
attempt to forecast weather numerically showed, observations cannot be used
directly to initialize a numerical forecast. It turns out that observational data
must be modified in a dynamically consistent fashion in order to obtain a suit-
able set of data for model initialization. This process is usually referred to as data
assimilation.

Traditionally, data assimilation was typically divided into two processes: objec-
tive analysis of the observations and data initialization. In the objective analysis
step, all data acquired for a given time (generally 00Z or 12Z) from the irregularly
spaced observational network of surface and upper air stations are checked for
accuracy and interpolated to points on a regular latitude—longitude grid at standard
pressure levels. A background or “first guess” estimate derived from a short-range
forecast is used to fill in grid points in data-sparse regions such as the oceans.
Such objectively analyzed data still contain noise that is likely to be interpreted as
spuriously large gravity waves when data are used as initial data in a numerical
model. In the initialization step, these objectively analyzed data are modified in
order to minimize the gravity wave noise, and hence reduce the magnitude of initial
velocity and pressure tendencies. More recently the objective analysis and initial-
ization steps have been combined in an approach called four-dimensional data
assimilation, which makes optimal use of all available observational and forecast
information.

13.7.1 The Initialization Problem

The importance of the initialization step in preparing initial data for forecasting
with primitive equation models can be illustrated by considering the relative mag-
nitudes of the various terms in the horizontal momentum equation in pressure
coordinates:

IV v
S VeV toos = fkx V- Vo (13.54)
p

For synoptic-scale motions in extratropical latitudes the wind and pressure
fields are in approximate geostrophic balance. Thus, the acceleration following
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the motion is measured by the small difference between the two terms — fk x
V and — V@ . Although the @ field can be determined observationally with quite
good accuracy, observed winds are often 10-20% in error. Such observational
errors inevitably affect the objectively analyzed fields, even though a suitable
analysis procedure may be able to reduce the magnitude of the errors. Never-
theless, using the objectively analyzed winds in initial data can easily lead to an
estimate of the Coriolis force that is 10% in error at the initial time. Because the
acceleration is normally only about 10% of the Coriolis force in magnitude, an
acceleration computed using the observed wind and geopotential fields will gener-
ally be 100% in error. Such spurious accelerations not only lead to poor estimates
of the initial pressure and velocity tendencies, but also tend to produce large-
amplitude gravity wave oscillations as the flow attempts to adjust from the initial
unbalanced state back toward a state of quasi-geostrophic balance. These strong
gravity waves are not present on the synoptic scale in nature, and their presence
in the solution of the model equations quickly spoils any chance of a reasonable
forecast.

One possible approach to avoid this problem might be to neglect the observed
wind data and derive a wind field from the observed @ field as part of the objective
analysis process. The simplest scheme of this type would be to assume that the
initial wind field was in geostrophic balance. However, the error in the computed
initial local acceleration would still be ~100%. This can be seen by considering
the example of zonally symmetric balanced flow about a circularly symmetric
pressure system in a model with constant f". In that case dV/d¢ = 0 so that if we
neglect the effects of vertical advection the flow is in gradient wind balance (see
Section 3.2.4). In vectorial form this balance is simply

(VeV)V+ fk x V=—Vo (13.55)

However, if V were replaced by V in (13.55), the Coriolis and pressure gradient
forces would identically balance. Thus, the inertial force would be unbalanced and

(@V/31),_g ~ — (VgoV) Vg (13.56)

Therefore, by assuming that initially the wind is in geostrophic balance, rather than
gradient balance, we compute a local acceleration that is completely erroneous!
It should now be clear that in order to avoid large errors in the initial accel-
eration, the initial wind field in the above example should be determined by the
gradient wind balance, not by the geostrophic approximation or direct observa-
tions. The gradient wind formula (3.15) is not in itself a suitable balance condition
to use because the radius of curvature must be computed for parcel trajectories.
An appropriate balance condition (which is equivalent to the gradient wind in the
special case of stationary circularly symmetric flow) can be obtained by taking
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the divergence of the horizontal momentum equation, and assuming that at the
initial time
(0VeV/0t),_o=0 and (VeV),_og=0 (13.57)

then the initial wind field is nondivergent and is related to the geopotential field
by the balance equation (11.15).

The balance equation, however, is quadratic in the streamfunction ¥y and hence
does not provide a unique horizontal velocity field for a given ® field. Further-
more, realistic baroclinic motions in the atmosphere are not exactly nondivergent,
but rather have slowly evolving divergent wind components associated with the
secondary circulation discussed in Chapter 6, which are required to maintain the
delicate balance between the mass and velocity fields that is maintained as the flow
evolves.

13.7.2 Nonlinear Normal Mode Initialization

It should be clear from the previous discussion that the process of model initial-
ization should eliminate high-frequency gravity modes while retaining the rela-
tionships among the dynamical and thermodynamic fields that describe the slowly
evolving large-scale flow. A method that has been used commonly to obtain these
objectives is called normal mode initialization. Although some modern data assim-
ilation systems no longer require this initialization step, it is worth reviewing to
gain a better understanding of the initialization problem.

The normal modes of a dynamical system are the free modes of oscillation of
the system. If the discretized form of the primitive equations used in a prediction
model are linearized about a state of rest, the normal modes can be calculated. For
each grid point and pressure level there are three normal modes: an eastward and
westward propagating gravity mode and a westward propagating Rossby mode.
The analyzed fields can be represented by a combination of these normal mode
solutions in a manner analogous to the expansion of a field in terms of a finite series
of Fourier components or spherical harmonics. Such a representation is referred
to as a projection onto the normal modes.

This method can be illustrated in a simple fashion using the shallow water equa-
tions. We first must rewrite (7.69)—(7.71) to include the nonlinear terms neglected
in Section 7.6:

ou P ou ou
— —fv4+ —=-—¢ [u—+v—} (13.58)
ot dx x

(o} ov ov
:| (13.59)
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e ovy [ 9(@n) | 9(DY) 13.60
ar ¢ <8x+8y) 8[ ox | ox ] (13.60)
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where ¢ = gH with H the mean depth, ® = gh, with & the local deviation of
depth from the mean, and ¢ is an indicator function with value O or 1.

If the nonlinear terms on the right in (13.58)—(13.60) are omitted by letting
& = 0, normal mode solutions can be obtained of the form

u i
v] =0 |expli(hx +1y—vit)] (13.61)
® )

where for this simple f-plane model it can be shown (Problem 13.10) that the
Rossby normal mode has vg = 0, and the eastward and westward gravity modes
satisfy v+ = %[ f2 4 (k> + 1?)]'/2. Substituting (13.61) into (13.58)—(13.60)
and neglecting the nonlinear terms then yield the relationships of velocity to geopo-
tential for the three normal mode solutions:

g =—ilf'®p, 0 = +ikf ' dp (13.62)

1 .
UGt = (véi - f2) [kves +ilf] Do+

o (13.63)
UG+ = (véi - fz) [lvo+ — ikf] PG+
Here the subscripts R and G= indicate the Rossby (geostrophic) mode and the
eastward and westward gravity modes, respectively.
The normal mode solutions thus can be expressed in terms of the three indepen-
dent amplitude coefficients, ®r, P4, and Pg_, respectively.
Suppose that the observed fields at = 0 are given by

u o
v ]| =\ 9% |expli(kx +1y)] (13.64)
O] Dy

Thus, the observations involve three independent amplitude coefficients. These
can be represented as sums over the normal modes:

UR + gy + G- =g
VR + UG+ + Vg— = Do (13.65)
&)R + ci>G+ + (i)G— = &30

Upon substituting from (13.62) and (13.63) into (13.65) we obtain a set of three
inhomogeneous linear equations, which can be solved for the relative geopotential
amplitudes of the three normal modes when projected onto the observed fields.
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The result is

2 2
dp = 02— [if (Itig — ko) + f—2<1>0} (13.66)
VG+ ¢
2
DGy = 0_2 [(kuG+ —ifDig+ (lvg+ +ifk) Do + (k2 + 12) <I>0] (13.67)
2064
A 2 ~
b= —— [(kug, —ifD)to+ (lvg— +ifk)vo+ (k2 + 12) %] (13.68)
2vg_

It is readily verified that if o Uy and v are in exact geostrophic balance with
d>0, then & R= <I>0 and <I>G+ = CDG = (0. When the observed velocities are not
exactly in geostrophic balance, (13.66)—(13.68) give the relative weightings for
the projections onto the Rossby mode and the two gravity modes. For the linear
system it is possible to set the gravity modes to zero and to initialize with the
projection of the observed fields onto the Rossby mode. Note from (13.66) that
the relative weighting of the velocity observations (which appear in the form of
relative vorticity) increases as the scale of the disturbance decreases.

As explained in the previous section, merely setting the gravity modes to zero
does not work for the nonlinear system. In that case when the normal mode projec-
tion defined by (13.62) and (13.66) is used to determine the amplitude coefficients
in (13.61) and the result is substituted into (13.58)—(13.60), the unbalanced advec-
tive terms will lead to large initial accelerations. This problem can be solved by
including the gravity modes, but with their amplitudes adjusted so that their initial
tendencies vanish. Because the equations are nonlinear it is necessary to carry out
the solution iteratively, using the linear solution as a first guess.

In practice the nonlinear normal mode method works very well when applied
to primitive equation forecast models. The method can be modified to incorporate
not only nonlinear advection, but also the effects of diabatic heating in the tropics
in order to preserve the Hadley circulation in initial data.

13.7.3 Four-Dimensional Data Assimilation

The traditional approach to objective analysis works well as long as the predic-
tion model is limited to a region of adequate data coverage (such as the North
American continent) and all observations are made at the standard OOUTC and
12UTC times so that they can be directly incorporated into synoptic analyses.
For global analysis the traditional approach is less successful, as in many oceanic
regions there are very few conventional data sources available, and it is necessary
to rely on asynoptic data (i.e., observations at nonstandard times, such as those
from ships, aircraft, and satellites) and on estimates from earlier forecasts. Asyn-
optic data have proved invaluable, especially over the oceans and in the Southern



480 13 NUMERICAL MODELING AND PREDICTION

Hemisphere, but they are not incorporated easily into traditional objective analysis
schemes.

Deficiencies of the traditional approach have led the major forecast centers to
devise assimilation procedures in which the separate processes of objective analy-
sis and data initialization are combined into a continuous cycle of data assimilation,
which is referred to as four-dimensional variational assimilation (4ADVAR). The
objective of this approach is to utilize all available information during an assim-
ilation window period of several hours to obtain a best estimate of the state of
the atmosphere at the analysis time. The information utilized includes a first guess
based on a short-term forecast from the previous analysis time and all observations
acquired during the window period. These various pieces of information, weighted
by their statistical errors, are used to derive a cost function, expressing the misfit
between the observations and the analysis. The cost function is then minimized in
order to achieve an analysis that is the most likely estimate of the true state of the
atmosphere at the analysis time.

A simple example of the cost function approach was given by Kalnay (2003).
Suppose that we have two independent observations of temperature, 77 and 7>,
which are unbiased but have error variances of 012 and 022, respectively. The cost
function can then be defined as

1 [(T ~T)’ (T - Tz)z}

T)=— 13.
J(T) — - (13.69)

2 1 )

where 7 is the analysis temperature that we wish to determine. The minimum of
Jis determined by evaluating d.J/97T = 0, which yields the best estimate for 7':

oy t+0; op t+o;

Thus, an observation that has small error variance is weighted more heavily than
an observation with large error variance.

An example of a4DVAR procedure, as used at ECMWE, is shown schematically
in Fig. 13.8. The ECMWEF scheme utilizes a 12-h assimilation window extending
from 9 h prior to 3 h following the analysis times, which are 00Z and 12Z. An
assimilation cycle is begun by using a forecast from the initial state at the previous
analysis time as the first guess, or background state. All available data within the
assimilation window are used to update the analysis defined by the first guess, with
weightings determined by the error statistics for the particular type of data. The
update process is subject to dynamical constraints to assure a balanced state at the
analysis time. Forecasts are then carried out for a 10-day period once each day
starting from the initialized state for 127Z.
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Fig. 13.8 The ECMWF data assimilation process. Vertical axis indicates the value of an atmospheric
field variable. The curve labeled xj, is the first guess or “background” field, and x, is the
analysis field. Jp indicates the misfit between the background and analysis fields. Stars
indicate the observations, and Jy designates the “cost function,” a measure of the misfit
between the observations and the analysis, which along with Jp is minimized to produce
the best estimate of the state of the atmosphere at the analysis time (Courtesy ECMWE.)

13.8 PREDICTABILITY AND ENSEMBLE PREDICTION SYSTEMS

For short-range forecasts (1 or 2 days) of the midlatitude 500-hPa flow, it is possible
to neglect diabatic heating and frictional dissipation. It is important, however, to
have good initial data in the region of interest because on this short time scale
forecasting ability depends primarily on the proper advection of the initial vorticity
field. As the length of the forecast period increases, the effects of propagation of
influences from other regions and changes due to various sources and sinks of
momentum and energy become increasingly important. Therefore, the flow at a
point in the middle-latitude troposphere will depend on initial conditions for an
increasing domain and on accurate representation of various physical processes
as the period of the forecast is extended. In fact, according to the estimate of
Smagorinsky shown in Fig. 13.9, for periods greater than 1 week it is necessary to
know the initial state of the entire global atmosphere from the stratosphere to the
surface, as well as the state of the upper layers of the oceans.

However, even if an ideal data network were available to specify the initial
state on a global scale, there still would be a time limit beyond which a useful



482 13 NUMERICAL MODELING AND PREDICTION

Latitude
okm 80 € 40 20 0 20 40 &0 8
? 3 10 mb
— 100 mb
$ 10km |- 12-36 h — 250 mb
2 —*W ~1 500 mb
©
— 850 mb
o
b I km L
£
[=%
w
o
EI00m[- 11/2-4d
< — 995 mb
10m |-
1000 mb
e ImF
a 4-10d
L]
hel
§ I0m}
8
<v3 100 m | week -2 months

Fig.13.9 A schematic diagram of the domain of initial dependence for a prediction point in midtropo-
sphere at midlatitudes (denoted by a star) as a function of forecast time span. Atmospheric
and ocean elevations are given on a logarithmic scale, increasing upward and downward,
respectively. The stripped area is the interface zone. (After Smagorinsky, 1967. Reproduced
with permission of the American Meteorological Society.)

forecast would not be possible. The atmosphere is a continuum with a continuous
spectrum of scales of motion. No matter how fine the grid resolution is made,
there will always be motions whose scales are too small to be properly observed
and represented in the model. Thus, there is an unavoidable level of error in the
determination of the initial state. The nonlinearity and instability of atmospheric
flow will inevitably cause the small inherent errors in the initial data to grow and
gradually affect the larger scales of motion so that the forecast flow field will
eventually evolve differently from the actual flow.

A very simple example of this process of error growth was presented by Lorenz
(1984). Lorenz illustrated the general problem of predictability by considering the
first-order quadratic difference equation

Yop1 =a¥s — Y72 (13.71)

which may be solved for Y1 by iteration if the constant a and the initial condition
Yo are specified. The solid line in Fig. 13.10 shows a portion of the solution
sequence with @ = 3.75 and Y = 1.5. This line represents a control run that may
be regarded as defining the “observations.” The dashed line is the solution for a
case in which the initial value Y is perturbed by 0.001, whereas the dash—dot line
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Fig. 13.10 Effects of small errors in the initial conditions (dashed line) and imperfect knowledge of
the governing equation (dash—dotted line) on the prediction of a time series generated by
the difference equation (13.69). (Courtesy of E. Killén.)

shows a solution in which the original initial data are used but the coefficient a is
perturbed by 0.001.

For the first several steps the two “predictions” are very close to the observed
values. However, after about 15 steps they begin to diverge. Thus, errors in either
the initial conditions or the governing equation can produce comparable results—
the departure of a predicted solution from the observed sequence increases rapidly.
For the case shown here only about 20 steps are required for the three sequences to
lose all resemblance to each other. Such behavior is characteristic of a wide variety
of systems governed by deterministic equations, including atmospheric flows.

Estimates of how this sort of error growth limits the inherent predictability of
the atmosphere can be made using primitive equation forecast models. In these
predictability experiments a “control” run is made using initial data corresponding
to the observed flow at a given time. The initial data are then perturbed by introduc-
ing small random errors, and the model is run again. The growth of inherent error
can then be estimated by comparing the second “forecast” run with the control.
Results from a number of such studies indicate that the doubling time for the root
mean square geopotential height error is about 2 to 3 days for small errors and
somewhat greater for large errors. Thus, the theoretical limit for predictability on
the synoptic scale is probably about 2 weeks.

Actual predictive skill with present deterministic models is, however, less than
the theoretical limit imposed by inherent error growth. A number of factors are
probably responsible for the failure of current models to reach the theoretical
forecast skill limits. These include observational and analysis errors in initial
data, inadequate model resolution, and unsatisfactory representation of physical
processes involving radiation, clouds, precipitation, and boundary layer fluxes.
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Fig. 13.11 Anomaly correlation of 500-hPa height for 3-, 5-, and 7-day forecasts for the ECMWF
operational model as a function of year. Top and bottom of each band correspond to
Northern and Southern Hemispheres, respectively. Note that the difference in skill between
the two hemispheres has nearly disappeared in the past few years, due to the successful
assimilation of satellite data. (Courtesy of Dr. Adrian Simmons, updated from Simmons
and Hollingsworth, 2002.)

An indication of the skill of the present generation of global forecast models is
given in Fig. 13.11, in which forecast skill is plotted in terms of the anomaly corre-
lation of the 500-hPa geopotential height field, defined as the correlation between
observed and predicted deviations from climatology. Subjective evaluations sug-
gest that useful forecasts are obtained when the anomaly correlation is greater
than 0.6. Thus, over the past 20 years the range for which ECMWF forecasts show
useful skill has increased from 5 days to more than 7 days. There can, of course,
be quite wide variations in skill from one situation to another reflecting variations
in the degree of predictability from one atmospheric flow regime to another.

As mentioned earlier, it has become common for operational forecast centers to
assess the likely skill of medium-range predictions by carrying out several parallel
runs of a forecast model starting from slight perturbations of the initial conditions
determined by the data assimilation process. For example, in the ECMWF ensem-
ble prediction system as of 2003, 50 runs are made for each analysis time with a
T255, 40 level model. In each of the runs, the analysis is perturbed by an amount
that is within the uncertainty limits of the analysis. The perturbations are based on
the method of singular vectors, which is designed to identify the regions of the
atmosphere where small uncertainties are likely to magnify rapidly, and hence will
tend to have a large impact on the forecast.
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In general, the ensemble mean provides a better forecast than individual mem-
bers of the ensemble, as the ensemble mean tends to filter out the most uncertain
aspects of the forecast. The spread of ensemble members provides an important
indication of the likely accuracy of the ensemble mean forecast. If there is a large
spread among members of the ensemble, not all members can be correct, and the
reliability of the forecast should be judged as low. However, when most mem-
bers of the ensemble agree, the reliability of the forecast should be high (provided
that the forecast model is unbiased). In summary, the ensemble prediction system
not only can improve forecast reliability, but also can provide information on the
degree of reliability of a specific forecast.

PROBLEMS

13.1. Show that for the barotropic vorticity equation on the Cartesian 8 plane
(13.26) enstrophy and kinetic energy are conserved when averaged over the
whole domain, that is, that the following integral constraints are satisfied:

d c2 d Vi« Vi
LAl Cgxdy = ) avay =
dt//Z xdy =0 dt// 5 dxdy=0

Hint: To prove energy conservation, multiply (13.26) through by —y and
use the chain rule of differentiation.

13.2. Verify the expression (13.31) in the text. Use periodic boundary conditions
in both x and y.

13.3. The Euler backward method of finite differencing the advection equation
is a two-step method consisting of a forward prediction step, followed by
a backward corrector step. In the notation of Section 13.3.2 the complete

cycle is thus defined by
N A o /. ~
q:;, —4m,s = _E (qm—H,S - Qm—l,s)
A A 0O /. A
9m,s+1 — 9m,s = ) (CI:ZH - q:;z—l)

where g is the first guess for time step s + 1. Use the method of Section
13.3.3 to determine the necessary condition for stability of this method.

13.4. Carry out truncation error analyses analogous to that of Table 13.1 for the
centered difference approximation to the advection equation but for the
cases 0 = 0.95 and 0 = 0.25.
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13.5.

13.6.

13.7.

13.8.

13.9.

13.10.
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Suppose that the streamfunction i is given by a single sinusoidal wave
¥ (x) = Asin(kx). Find an expression for the error of the finite difference
approximation

82_1// ~ VUmt1 = 2¥m + Ym—1

ax2 3x2
for kéx = /8, /4, /2, and w. Here x = méx withm =0,1,2,....

Using the method given in Section 13.3.3, evaluate the computational
stability of the following two finite difference approximations to the one-
dimensional advection equation:

(a) gm,s-i—l - 2m,s = —0 <2mv - 2m—1,s>
(1) Emst1 — Ems = —0 <2m+l,s - éms)

where 0 = ¢§t/8x > 0.[The schemes labeled (a) and (b) are referred to as
upstream and downstream differencing, respectively.] Show that scheme
(a) damps the advected field and compute the fractional damping rate per
time step for 0 = 0.25 and k6x = m/8 for a field with the initial form
¢ = exp(ikx).

Using a staggered horizontal grid analogous to that shown in Fig. 13.5
(but for an equatorial B-plane geometry), express the linearized shallow
water equations (11.29)—(11.31) in finite difference form using the finite
differencing and averaging operator notation introduced in Section 13.6.1.

Verify the equality

1 —itan0),
PP ) exp (—2i6
(1+itan9,,> exp (~2i6,)

given in (13.22).

Compute the ratio of the numerical phase speed to the true phase speed,
¢’ /¢, for the implicit differencing scheme of (13.19) for p = 7, 7 /2, 7 /4,
m/8,and w/16. Let 0 = 0.75 and ¢ = 1.25. Compare your results to
those of Table 13.1.

Using the technique of Section 13.3.1, show that the following four-point
difference formula for the first derivative is of fourth-order accuracy:

LA (Y (ot 8) — ¥ (v — 8%)
w(x0)~3( 28x >
l(llf(xo+23x)—1/f(xo—25x))
3 48x

(13.72)
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13.11.

13.12.

13.13.

13.14.

The Dufort-Frankel method for approximating the one-dimensional
diffusion equation

9 32

%9 _ %9

ot dx2

can be expressed in the notation of Section 13.3.2 as
qu,s—i-] = qu,s—l +r [qu-H,s - (qu,s—i-l + ém,s—l) + ém—l,s]

where r = 2K 68t/ (8x)*. Show that this scheme is an explicit differencing
scheme and that it is computationally stable for all values of §¢.

Starting with the assumed solution (13.61), obtain the normal mode solu-
tions to the linearized versions of (13.58)—(13.60) and hence verify (13.62)
and (13.63).

Show that the projection of the observations onto the Rossby normal mode
(13.66) is equivalent to requiring that the quasi-geostrophic potential vor-
ticity of the Rossby mode be proportional to the sum of the observed
relative vorticity minus the observed geopotential multiplied by the factor
(f/c?). Hint: Linearize (4.26) and assume that f is constant.

Derive the best estimate of 7" given in (13.70) based on minimization of
the cost function of (13.69).

MATLAB EXERCISES

M13.1. The MATLAB script finite_diffl.m can be used to compare the cen-

tered difference first derivative formula (13.4) for the function ¥ (x) =
sin (rx /4) to the analytic expression dvy/dx = (v /4)cos (wx/4) for
various numbers of grid intervals in the domain —4 < x < 4. Graph the
maximum error as a function of number of grid intervals, ngrid, in the
range of 4 to 64. Carry out a similar analysis for the second derivative.
(Note that first-order differencing is used next to the boundaries.)

M13.2. Modify the script of M13.1 to evaluate the error in the first derivative of

the function tanh (x) using the same domain in x.

M13.3. The MATLAB script advect_1.m demonstrates the leapfrog differencing

scheme for the one-dimensional advection equation as given in (13.8).
By running the script for various grid intervals, find the dependence of
phase error (degrees per wave period) on the number of grid intervals per
wavelength for the range 4 to 64 and compare your results with Table 13.1.
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M134.

M13.5.

M13.6.

M13.7.

M13.8.

M13.9.
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Modify the script advect_-1.m by substituting the upstream differenc-
ing scheme described in Problem 13.6 and the Euler backward scheme
described in Problem 13.3. Compare the accuracy in phase and amplitude
of these two schemes with the leapfrog scheme of M13.3.

The MATLAB script advect_2.m is similar to the script of M13.3 except
that the initial tracer distribution is a localized positive definite pulse of
width 0.25. Run the script for 100, 200, and 400 grid intervals. Explain
why the pulse changes shape as itis advected. Using the results of Problem
13.10, modify the script to provide a fourth-order accurate approximation
to the advection term and compare the accuracy of the fourth-order ver-
sion to that of the second-order accurate system for the case with 400 grid
intervals.

The MATLAB script advect_3.m is a variant of the second-order accurate
script of M13.5 in which the implicit differencing of (13.19) is utilized.
Run this script with o = 1 and 1.25 and 400 grid intervals and then try
running advect_2.m with these values of . Give a qualitative explanation
of these results referring to Problem 13.9.

The MATLAB script barotropic_model.m can be used to solve a finite
difference approximation to the barotropic vorticity equation using the
flux form of the nonlinear terms given in (13.30) and leapfrog time differ-
encing. In this example the initial flow consists of a localized vortex and
a constant zonal mean flow. Run the model for a 10-day simulation using
different values of the time step to determine the maximum time step
permitted to maintain numerical stability. How does this compare with
the CFL criterion (13.18)?

The MATLAB script predict.m solves the quadratic difference equa-
tion (13.71) for a specified coefficient @ = 3.75 and an initial condition
Y = 1.5. (This will be called the control integration.) The user can
specify additional iterations in which small positive and negative pertur-
bations are added to the initial condition. Run this script and note how
the solutions begin to diverge after about 15 iterations. Modify the script
to compute an ensemble average of the perturbed predictions. Show that
the ensemble mean provides a better prediction of the control run than a
random member of the perturbed integrations. [Hint: Compute the stan-
dard deviation of the ensemble members at each iteration and compare
to the magnitude of the difference between the ensemble mean and the
control.]

The MATLAB script Lorenz_model.m gives an accurate numerical solu-
tion to the famous three-component Lorenz equations, which are often
used to demonstrate sensitive dependence on initial conditions in chaotic
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M13.10.

M13.11.

M13.12.

systems (such as the atmosphere). The equations for the Lorenz model
can be written as

dX/dt = —cX+oY (13.73)
dY/dt = —XZ +rX—7Y (13.74)
dZ/dt = XY —bZ (13.75)

Here (X, Y, Z) may be regarded as a vector defining the “climate” and o,
r, and b are constants. Run the script letting the initial value of X = 10
and verify that in the X — Z plane the resulting trajectory of solution
points has the well known “butterfly-wings” shape. Modify the code to
save and plot the time histories of the variables and compare solutions
in which the initial condition on X is increased and decreased by 0.1%.
How long (in nondimensional time units) do the three solutions remain
within 10% of each other?

Modify the code in Lorenz_model.m to include a constant forcing
F = 10 on the right side of the equation governing d X/dt. Describe
how the character of the solution changes in this case. [See Palmer
(1993)].

Use the results of Problem 13.7 to write a staggered grid version of the
MATLAB script forced_equatorial mode2.m (see Problem M11.6) for
the shallow water model on the equatorial S-plane. Set the staggered grid
such that # and ® are defined at the equator and v is defined at points
8y/2 north and south of the equator. Compare the results of the staggered
grid model with those of forced_equatorial mode2.m when the latter
has a grid spacing half that of the former.

The MATLAB script nonlinear_advect_diffuse.m provides a numeri-
cal approximation to the one-dimensional nonlinear advection—diffusion
equation

ou ou 8%u

TR IR T
with initial condition u (x, 0) = sin (27x / Lx). The script uses leapfrog
differencing for the advective term and forward differencing for the dif-
fusion term. In the absence of diffusion the flow would quickly evolve
to a shock, but diffusion prevents this from occurring. Run the script and
by varying §¢ determine the maximum time step for a stable solution.
Modify the code by expressing the diffusion term in the Dufort—Frankel
differencing scheme given in Problem 13.11. Determine the maximum
time step allowed for stability in this case. How does the accuracy of the
solution change as the time step is increased?
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Suggested References

Durran, Numerical Methods for Wave Equations in Geophysical Fluid Dynamics is an excellent text-
book covering the numerical methods used in the atmospheric sciences at the graduate level.
Kalnay, Atmospheric Modeling, Data Assimilation and Predictability is an excellent graduate-level

text on all aspects of modern numerical weather forecasting.



APPENDIX A

Useful Constants and
Parameters

Gravitational constant

Gravity at sea level

Mean radius of the earth

Earth’s angular speed of rotation
Universal gas constant

Gas constant for dry air

Specific heat of dry air at
constant pressure

Specific heat of dry air at
constant volume

Ratio of specific heats

Molecular weight of water

G =6.673 x 107" Nm? kg2
g0 =9.81ms?
a=6.37x10°m

Q=7.292 x 10 rads™!

R* =8.314 x 103 JK~! kmol ™!
R =287JK 'kg™!

cp=1004J K Tkg™!

¢, =T17TK Tkg™!
y =cp/cy =14
m, = 18.016 kg kmol !
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492 A USEFUL CONSTANTS AND PARAMETERS

Latent heat of condensation at 0°C L. = 2.5 x 10° Jkg™!

Mass of the earth M = 5.988 x 10** kg
Standard sea level pressure po = 1013.25hPa
Standard sea level temperature To = 288.15K

Standard sea level density po = 1.225kgm™3



APPENDIX B

List of Symbols

Only the principal symbols are listed. Symbols formed by adding primes, overbars,
or subscripted indices are not listed separately. Boldface type indicates vector
quantities. Where symbols have more than one meaning, the section where the
second meaning is first used is indicated in the list.

a Radius of the earth; inner radius of a laboratory annulus (Section 10.5)
b Buoyancy; outer radius of a laboratory annulus (Section 10.5)

c Phase speed of a wave

Cp Specific heat of dry air at constant pressure

Cpu Specific heat of water vapor at constant pressure

Cy Specific heat of dry air at constant volume

Cw Specific heat of liquid water

493



494 B LIST OF SYMBOLS

d Grid distance

e Internal energy per unit mass

f Coriolis parameter (= 22 sin ¢)

g Magnitude of gravity

g Gravity

g* Gravitational acceleration

h Depth of fluid layer; moist static energy (Section 9.5)

i Square root of minus one

i Unit vector along the x axis

J Unit vector along the y axis

k Unit vector along the z axis

k Zonal wave number

/ Mixing length; meridional wave number (Section 7.5)

m Mass element; vertical wave
number (Section 7.4); planetary wave number (Section 13.5)

my Molecular weight of water

n Distance in direction normal to a parcel trajectory; meridional index for
equatorial waves (Section 11.4)

n Unit vector normal to a parcel trajectory

p Pressure

Ds Standard constant pressure; surface pressure in ¢ coordinates
(Section 10.3)

q Quasi-geostrophic potential vorticity; water vapor mixing ratio
(Section 9.5)

qs Saturation mixing ratio

r Radial distance in spherical coordinates

r A position vector

s Generalized vertical coordinate; distance along a parcel trajectory (Sec-

tion 3.2); entropy (Section 2.7); dry static energy (Section 9.5)
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t Time

t Unit vector parallel to a parcel trajectory
u* Friction velocity

u x component of velocity (eastward)

v y component of velocity (northward)

z component of velocity (upward)
Vertical motion in log-pressure system

x,y,z  Eastward, northward, and upward distance, respectively

*

z Vertical coordinate in log-pressure system
A An arbitrary vector

A Area

B Convective available potential energy

Cq Surface drag coefficient

D, Depth of Ekman layer

E Evaporation rate

Ey Internal energy

F A force; EP flux (Section 10.2)

Fr Frictional force

G Universal gravitational constant; zonal force (Section 10.2)

H Scale height

J Diabatic heating rate

K Total horizontal wavenumber; kinetic energy (Section 9.3)

K Eddy viscosity coefficient

L A length scale

L. Latent heat of condensation

M Mass; mass convergence in Ekman layer (Section 5.4); absolute zonal
momentum (Section 9.3); angular momentum (Section 10.3)

N Buoyancy frequency
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Ertel potential vorticity; available potential energy (Section 8.3); precip-
itation rate (Section 11.3)

Q vector

Gas constant for dry air; distance from the axis of rotation of the earth to a
point on the surface of the earth (Section 1.5); diabatic energy generation
rate (Section 10.4)

Vector in the equatorial plane directed from the axis of rotation to a point
on the surface of the earth

Universal gas constant

= —T091In6/dp, stability parameter in pressure coordinates
Temperature

Horizontal velocity scale

Speed in natural coordinates
Volume increment
Three-dimensional velocity vector
Horizontal velocity vector
Vertical motion scale

Zonal turbulent drag force
Geopotential height

Specific volume

= d f/dy, variation of the Coriolis parameter with latitude;
angular direction of the wind (Section 3.3)

= cp/cy, the ratio of specific heats

Rate of frictional energy dissipation; thermal expansion coefficient of
water (Section 10.7)

Vertical component of relative vorticity

Vertical component of absolute vorticity; weighting function for heating
profile (Section 11.3)

Potential temperature

= DO/ Dt, vertical motion in isentropic coordinates
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Equivalent potential temperature

= R/cp, ratio of gas constant to specific heat at constant pressure;
Rayleigh friction coefficient (Section 10.6)

Longitude, positive eastward

Dynamic viscosity coefficient

Angular frequency; kinematic viscosity (Section 1.4)
Density

= —RTyp~'dIn6y/dp, standard atmosphere static stability parameter
in isobaric coordinates;

= — p/ ps, vertical coordinate in o system (Section 10.3);
“Density” in isentropic coordinates (Section 4.6)

Diffusive time scale

Eddy stress

Latitude

Geopotential tendency; meridional stream function; tracer mixing ratio
Horizontal stream function

Vertical velocity (= dp/dt) in isobaric coordinates
Vorticity vector

= —dT/dz, lapse rate of temperature

Dry adiabatic lapse rate

Geopotential

Exner function

Potential temperature deviation

Angular speed of rotation of the earth; angular speed of rotation of labo-
ratory annulus (Section 10.7)

Angular velocity of the earth



APPENDIX C

Vector Analysis

C.1 VECTOR IDENTITIES

The following formulas may be shown to hold where ® is an arbitrary scalar
and A and B are arbitrary vectors.

VxVO=0
Ve (PA)=DPVe (A)+AVD
VX (PA) =VO xA+D(VxA)
Ve (VXA =0
(A'V)AZ%V(A'A)—AX(VXA)

Vx(AxB)=A(VeB)—B(VeA)— (A:V)B + (BeV)A
AxBxC)=((A+C)B—(A+B)C
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C.2 INTEGRAL THEOREMS

(a) Divergence theorem:

/B-ndA:/V-BdV
A 14

where V' is a volume enclosed by surface 4 and n is a unit normal on 4.
(b) Stokes’ theorem:

?{B-dl:/(VxB)-ndA
A

where A4 is a surface bounded by the line traced by the position vector 1 and n is a
unit normal of 4.

C.3 VECTOR OPERATIONS IN VARIOUS COORDINATE SYSTEMS

(a) Cartesian coordinates: (x, y, z)

Coordinate Symbol Velocity component Unit vector
Eastward X u i
Northward y v J
Upward z k

a ay a
v V_8u+8v
ax oy
a ]
ke (VxV)= 2 _ 2
dx  Jy

Voo VO N 9D
BZ79x2 7 9y2
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(b) Cylindrical coordinates: (r, A, z)

Coordinate Symbol Velocity component Unit vector
Radial r u i
Azimuthal A v j
Upward z k

a® |1 9 P

Vo =i— - — +k—
Yo I o T2
10@u) 10dv
VeV =- + —-—
r or r oA
10 (rv) 10u
ke (VXV)=- -
(Vx¥) r or r oA
vig_ L0 (09 +1a2c1>
= —— Vr— A
PR rar \Uar ) T 2 aal

(c) Spherical coordinates: (1, ¢, r)

Coordinate Symbol Velocity component Unit vector
Longitude A u i
Latitude ¢ v j
Height r w k

i d® 1 909 P

Vo= e an Iy ag T ar
VeV 1 [8_u+8(vcos¢)i|
rcos¢g | dr a¢
ke (VxV)= ! [3_”_—8(“05“5)}
rcos¢ [ I Lo}

. 1 GRS + cosé 3 ¢a<1>
= | —= COSO— | COSO——
h r2cos2 ¢ | 9A2 A A



APPENDIX D

Moisture Variables

D.1 EQUIVALENT POTENTIAL TEMPERATURE

A mathematical expression for 6, can be derived by applying the first law of
thermodynamics to a mixture of 1 kg dry air plus g kg of water vapor (g, called
the mixing ratio, is usually expressed as grams of vapor per kilogram of dry air).
If the parcel is not saturated, the dry air satisfies the energy equation

d(p—
cpdT—MRTzo (D.1)
p—e
and the water vapor satisfies
de R*
epdT — 2227 =0 (D.2)
e my

where the motion is assumed to be adiabatic. Here, e is the partial pressure of
the water vapor, ¢, the specific heat at constant pressure for the vapor, R* the
universal gas constant, and m, the molecular weight of water. If the parcel is
saturated, then consdensation of —dg, kg vapor per kilogram dry air will heat the
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502 D MOISTURE VARIABLES

mixture of air and vapor by an amount of heat that goes into the liquid water, the
saturated parcel must satisfy the energy equation

d(p— de; R*
cpdT + gscppdT — dP=e) pr g YR 1 ag, (D.3)
) 2 €y Ny

where g5 and e are the saturation mixing ratio and vapor pressure, respectively.
The quantity des /ey may be expressed in terms of temperature using the Clausius—

Clapeyron equation'
deg  myLceg

R D.4
dT R*T? D4
Substituting from (D.4) into (D.3) and rearranging terms we obtain
qs dT  Rd(p—es) dT
L (T) = ey - aen T ©9)
If we now define the potential temperature of the dry air 64, according to
cpdInby =cpdInT — RdIn (p — ey)
we can rewrite (D.5) as
q .
—L.d (%) = cpd N0y + gscppd In T (D.6)
However, it may be shown that
dL./dT = cpy — cuw (D.7)

where ¢y, is the specific heat of liquid water. Combining (D.7) and (D.6) to eliminate
Cpy yields

Lcgs
—d T = dehl@d 4+ gscpdIn T (D.8)

Neglecting the last term in (D.8) we may integrate from the originial state (p, T,
qs, es ,04) to astate where g, — 0. Therefore, the equivalent potential temperature
of a saturated parcel is given by

6. = 6,4 exp (chs/cpT) A 6 exp (chs/cpT) (D.9)
Equation (D. 9) may also be applied to an unsaturated parcel provided that the tem-
perature used is the temperature that the parcel would have if brought to saturation

by an adiabatic expansion.

I Fora derivation, see Curry and Webster (1999, p. 108)
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D.2 PSEUDOADIABATIC LAPSE RATE

Section 9.5.2 showed that from the first law of thermodynamics the lapse rate
for a saturated parcel undergoing pseudoadiabatic ascent can be obtained from the

formula
dT L d dT 0
8 e < qs) ——(CIS) pg (D.10)
dz = c¢p cp |\3T }, dz op ) r

Noting that gy = eeg/ p, where ¢ = 0.622 is the ratio of the molecular weight of

water to that of dry air and utilizing (D.4), we can express the partial derivatives
in (D.10) as

05\ o s g (25 & B0 _ Elees _ elegs
op ) r p 97 ), pdT  pRT? RT?

Substitution into (D.10), and noting that g/c, = I'g, then yields the desired result:

daT [1+ Legs/ (RT)]

r —_=
T dz T i+ eL2qs/ (epRT?)]




APPENDIX E

Standard Atmosphere Data

Table E.1 Geopotential Height versus Pressure

Pressure (hPa) Z (km)
1000 0.111
900 0.988
850 1.457
700 3.012
600 4.206
500 5.574
400 7.185
300 9.164
250 10.363
200 11.784
150 13.608
100 16.180
50 20.576
30 23.849
20 26.481
10 31.055
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E STANDARD ATMOSPHERE DATA 505

Table E.2  Standard Atmosphere Temperature, Pressure, and Density as a Function of Geopo-

tential Height
Z (km) Temperature (K) Pressure (hPa) Density (kg m_3)
0 288.15 1013,25 1.225
1 281.65 898.74 1.112
2 275.15 794.95 1.007
3 268.65 701.08 0.909
4 262.15 616.40 0.819
5 255.65 540.19 0.736
6 249.15 471.81 0.660
7 242.65 410.60 0.590
8 236.15 355.99 0.525
9 229.65 307.42 0.466
10 223.15 264.36 0.412
12 216.65 193.30 0.311
14 216.65 141.01 0.227
16 216.65 102.87 0.165
18 216.65 75.05 0.121
20 216.65 54.75 0.088
24 220.65 29.30 0.046
28 224.65 15.86 0.025
32 228.65 08.68 0.013




APPENDIX F

Symmetric Baroclinic
Oscillations

A variant of the derivation of the Sawyer—Eliassen equation for forced transverse
circulations in baroclinic zones (9.15) can be used to obtain an equation for free
symmetric transverse oscillations, which can be used to derive an expression for the
growth rate of unstable symmetric oscillations or the frequency of stable symmetric
oscillations.

Suppose that the flow field is zonally symmetric so that ug = ug (y, z) and
b = b (y, z). The ageostrophic (transverse) flow is given by the streamfunction
¥ (v, 2) go that v, = —3 /dz; wa = 3y /dy. Then from (9.12) Q2 = 0 so that
any transverse circulation is unforced and must arise from a departure from exact
geostrophic balance. This can be simply represented by adding an acceleration
term in the y-momentum equation so that (9.10) becomes

3 ([ 3y dug b
—-=—= it S | F.1
8t< 822>+f82+8y &1
Then combining (9.11) and (9.13) as before and applying (F.1), we obtain
D[d [d*y 5 3%y 5 3%y 5 %Y
— | = —= Ni— 4+ F — +25——=0 F2
Dt |:8t (822 )] RS 0y? + 022 + 0yoz F2)
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F SYMMETRIC BAROCLINIC OSCILLATIONS

Neglecting terms quadratic in the streamfunction

D 3 N 3 N 3
_— = — v, — w, — ~ —
Dt ot “ay ‘9z ot

then yields the desired result

9% [9%y 5 3% 5 3%y 5 %Y
—(—)+N F 28 =0
ot2 <822 ) N 93?2 + 022 + 0ydz
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ANSWERS TO SELECTED PROBLEMS

Chapter 1

1.a ~ (Q2%asin2¢)/(2g) 2.35830km  3.0.35Nkg™!

4.556 m 5. 1.46 cm to the right 6.625ms !

7. Upward force = 2 x 103 N; greater for westward travel 8. 7.8 m eastward
10. 1rads™!, 1.22rads~1, 0,177 12.5.536 km, 5.070 km 13.3°C
14. 7.987 km 17.5.187 km

Chapter 2

1. —2hPa/3 h 2.-2°Ch 5.1.02cms™! 7.0.725 kg m—3
8.135J kg™ !, 164 ms™! 11.287 s

Chapter 3
1. —1mkm~!(-0.23ms™ 1) 2.-103 ms2 3.940hPa 5. Vgraq/Vg =2
7. North, Ry = 250 km; west, Ry = 500 km; south, Ry — 00; east Ry = 500 km
8. North, 10.5 m sfl; west and east, 12.1 m s*l; south, 15 m 51

10.25 ms™ 1, 34° 11.—-1.5°Ch™! 12.44h

13. 238 km to the left

15. North, 9.4 m s— I west and east 11.5 m s_l; south, 15 m s1 17.7.66 K

18. —852 km 20.2 x 1073 7! 21. 110% 23.0.96 cm s~ !
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Chapter 4

1.-2x 107 m?s™ !, —2x 1079 s~! 2. -55ms~ ! (antiyclonic) 3.2 x 1079 s~!

4.94x 10557, -84 x1070s7! 5. 0 (annulus), 5 x 1073571 (inner cylinder)
7.-72m?s2 9. h(r) = H+Q%2%/(29)

12,1073 571, —1.29 x 1075 51, —1546 km

14. 0.71° equatorward, 138.6 km upward

Chapter 5

4.2935,1.7cm  5.3.21 x 103 kgm~! s~! (mixed layer) 6. De = 14.05m
8. wyax = 9.6 x 1073 mms~1, Umax = 0.75 mm s~1 9. 155 days
10. K = 11 m? 57!

Chapter 6

3.2.84 x 1076571 4. w(p) = —(k2c¢% po/ for) sin( p/ po) coslk(x — ct)]
5.k* = ol(fom)/(opo)I? 8. Wo = —cfoUom/(opo)
9. 0(p) = (V po/for)[k*(c — U) + Blsin(p/ po) cos[k(x — ct)]

10.c=U — BIK* + (f372) /(o p31 7! 11.0.047 Pas~!

Chapter 7

2. By = Acoskxqy, Bj = —Asinkxg, ¢, =v/k,ci =a/k

4.0 =p' (c-0)/(D), ,o’zp//(c—ﬁ)2 T =h (c—-w)/H

9. pou'w’ = —pom |41% [ (2k)

124 = (0.66 m s*‘) sin (kx +mz), W' = — (0.75 m s’]) sin (kx + mz)
16. 243 ms™! 17. -0.633 cm s~ !

Chapter 8

1.6.04 x 10* s (about 17 hrs.)
2. 94 = =] = Acos[k(x — ¢,1)]

oy = —2kfoBAsin [k(x — ¢r0)] / [asp(k2 + 212)}
3.0, =opfy 'aB (ﬁ — 1) Asin [k (x = ¢1)1/3

1/2
6. /| lags ¥/} by 65.5° 7.|B|=‘A (f—l) / ’:6.44><106m2 51

9.2.38 x 10 Tm~2 13. v/T’ is independent of A.

Chapter 9

5.344 K 6.1.42ms 1 8.7 =135.7km
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Chapter 10

3.134ms! 8.6.25 x 10° kg s 2 11.0.245 cm s~ !

Chapter 11

1.9.6x 10 8ms~! 2. 2upl? > B

Chapter 12

1. 6697 m 2.87.6ms !, 487 ms™1,28.0ms™!
6.|®'| =200 m? s~2, |w'| = 1.57 mm s~} 7.392x 103 kgm~! 57!
8. % = d(—imy) (UZ/NZ) exp [fﬂlm\yz/(ZNz)} 9. +6.14°

Chapter 13

5.1.3%, 5%, 19%, 59% 6. 1.5% per time step
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A

Absolute angular momentum, 331
Absolute momentum, 205
Absolute vorticity, 91, 92
Acceleration, centripetal, 11-12
Acoustic waves, 189-192
Adiabatic lapse rate, dry, 51
Adiabatic method, 77
Adiabatic speed of sound, 191
Advection, temperature, 30, 158-159
vorticity, 152-154
African wave disturbances, 377-379
Ageostrophic circulation, 172-174
cross-frontal, 277-279
Ageostrophic wind, 75
Air parcel, 1
lagrangian motion of, 413-414
Air particle, 1
Air-sea interaction, 309
Angular momentum
absolute, 331

circulation, 329-336
oscillations, 19
zonal mean, 333-336
Annular modes, 352-353
Annulus experiments, 355-359
Anomaly correlation, 484
Anticyclonic flow, 63-64
Atmosphere
See also Middle atmosphere
baroclinic, 75
barotropic, 74-75
data, standard, 504-505
structure of static, 19-24
turbulence, 116-119
Atmospheric general circulation models
(AGCMs)
development of, 360-361
formulation of, 361-362
physical processes and parameterizations,
362-365
Available potential energy (APE), 245
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B

Backing wind, 74
Balance equation, 390
Baric flow, 67
Baroclinic atmosphere, 75
Baroclinic disturbance, model of, 174-176
Baroclinic instability, 144, 228-264
continuous stratified atmosphere and, 250-260
neutral modes, growth and propagation of,
260-264
normal mode, 230-242
symmetric, 279-283
Baroclinic oscillations, symmetric, 506-507
Baroclinic (Ertel) potential vorticity equation,
108-111
Baroclinic waves
energy equations for two-layer model,
245-250
potential energy, 242245
vertical motion in, 238-242
Barotropic atmosphere, 74-75
Barotropic fluids, vorticity and,
106-108
Barotropic instability, 229, 257
Barotropic potential vorticity equation, 107
Barotropic Rossby waves, 215-217
Barotropic vorticity equation, 108
in finite difference, 450, 462-464
in spherical coordinates, 465466
B-effect, 214
B-plane, 149, 395, 462
Bjerknes circulation theorem, 89
Blocking patterns, 349
Body forces, 5
Boundary layer. See Planetary boundary layer
Boussinesq approximation, 117,
197,274
Brunt-Vaisala frequency, 53
Bulk aerodynamic formula, 123
Buoyancy frequency, 53
Buoyancy oscillations, 52
Buoyancy waves. See Gravity waves

C
CAPE (convective available potential energy),
295-296

Cartesian coordinate form, vorticity and, 101-102
Centered differences, 454—455
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Centrifugal force, 11-12
Centripetal acceleration, 11-12
CFL (Courant-Friedrichs-Levy) stability
criterion, 457-458
Chaos, 351
Charney, J. G., 449450
Chemical tracers, 442443
Circulation
See also Mesoscale circulation; Tropical
circulation
ageostrophic, 172-174
cross-frontal, 277-279
diabatic, 327
extratropical, structure of, 140-146
Hadley, 314-315, 321
secondary, 131-136, 174-176
theorem, 86-91
Walker, 382-383
zonal-mean circulation of middle atmosphere,
411-421
Circulation, general
angular momentum, 329-336
conventional Eulerian mean, 318-325
defined, 313
jet stream and storm tracks, 347-349
laboratory simulation of, 354-359
Lorenz energy cycle, 337-343
low-frequency variability, 313, 349-354
monsoonal, 313
nature of, 314-316
numerical simulation of, 360-366
quasi-stationary, 313
stationary waves, 343-346
transformed Eulerian mean, 325-327
zonally averaged, 316-329
Clear air turbulence (CAT), 196
Climate regimes, 349-351
Climate System Model (CSM), 365-366
Computational instability, 457
Computational stability, 455-458
Condensation heating, 391-394
Conditional instability, 292-294
of the second kind (CISK), 307-309
Confluent flow, 272
Conservation laws
continuity equation, 42-46
control volume, 28
momentum equation in rotating coordinates,
33-34
momentum equation in spherical coordinates,
34-38
scale analysis of momentum equations, 38—42
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Conservation laws (continued)
thermodynamic energy equation, 46—49,
53-54
thermodynamics of a dry atmosphere, 49-54
total and local derivative, 29-32
Conservation of mass, 42-46
Conservation of energy, 46-54
Consistent solution, 460
Constants, 491-492
Continuity equation, 42
Eulerian derivation, 43—44
in isobaric coordinate system, 58-59, 147
Lagrangian derivation, 44-45
scale analysis of, 45-46
Continuum, 1-2
Control volume, 28, 43—-45
Convection, cumulus, 289-298
Convective adjustment, 474
Convective available potential energy (CAPE),
295-296
Convective storms, 298-304
Conventional Eulerian mean, 318-325, 413415
Convergent solution, 460
Coordinates
generalized, 23
inertial, 31
isentropic, 109-110
isobaric, 21-22
log-pressure, 252
natural, 60
sigma, 331-333
spherical, 34, 500
Coriolis force, 14-19
Coriolis parameter, 17, 40, 96
Courant-Friedrichs-Levy (CFL) stability
criterion, 457-458
Courant number, 454
Covariance, 118
Critical level, 237-238, 286
Cross-frontal circulation, 277-279
Cumulus convection, 289-298
Curvature
effect, 14—19
radius of, 60, 62—-63
terms, 38
vorticity, 94
Cyclogenesis, 228
Cyclones, tropical, 304-309
Cyclonic flow, 63—64
Cyclostrophic flow, 63-65
Cyclostrophic wind, 63-65
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D

Data assimilation
four-dimensional, 479-481
initialization problem, 475-477
normal-mode initialization, 477-479
Deflecting forces, 17
Deformation
horizontal stretching, 272
radius of, 177, 211, 259
Derivative, total and local, 29-32
Diabatic circulation, 327
Differential temperature advection, 158-159
Dimensional homogeneity, 2
Discretization error, 460
Dishpan experiments, 355
Dispersion, 186-188
Doppler shifting, 192
Downslope windstorms, 286289
Drag coefficient, 124
Dry atmosphere.
See Thermodynamics of a dry atmosphere
Dry static energy, 291
Dynamic viscosity coefficient, 8

E

Eady stability problem, 257-260
ECMWE. See European Centre for Medium-
Range Weather Forecasts
Eddies, 317
stress, 331
viscosity, 125
Eddy flux
heat, 319, 321-322
momentum, 319, 322-324
potential vorticity, 329
Eddy stress, 123
Eddy viscosity coefficient, 125
E-folding time scale, 133
Ekman, V. W., 128
Ekman layer, 127-129
modified, 130-131
Eliassen-Palm (EP) flux, 325-327
Elliptical polarization, 204
Elliptic boundary value problem, 278
El Nifio, 383-385
El Nino-Southern Oscillation (ENSO), 385
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Energy
conservation of, 4654
convective available potential energy (CAPE),
295-296
equations for two-layer model, 245-250
Lorenz energy cycle, 337-343
potential, 242-245
turbulent kinetic, 120-122
Ensemble prediction systems, 481-484
Enstrophy, 463, 464
Entrainment, 296-298
Equations of motion. See Momentum equations
Equatorial B-plane, 395
Equatorial intraseasonal oscillation, 385-386
Equatorial Kelvin waves, 398-400
Equatorial stratosphere, waves in, 429-435
Equatorial wave disturbances, 374-377
Equatorial wave theory, 394—400
Equivalent g-effect, 214
Equivalent potential temperature, 290-291,
501-502
Equivalent static stability, 392
Ertel, Hans, 96
Ertel potential vorticity, 96, 108-111
Eulerian control volume, 28
continuity equation, 4344
Eulerian mean, 317
conventional, 318-325, 413414
transformed, 325-327, 415-419
European Centre for Medium-Range Weather
Forecasts (ECMWEF)
data assimilation, 480481
grid point model, 470472
prediction system, 484
spectral models, 472-474
Exner function, 109
Explicit time differencing, 454-455
Extratropical circulation, structure of, 140-146
Eyewall, 306

Ferrel cell, 324
Field variables, 1
Filtering meteorological noise, 450—452
Finite differences, 452453
barotropic vorticity equation, 450, 462-464
centered, 454-455
computational stability, 455-458
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explicit time differencing, 454-455

implicit time differencing, 458459
First law of thermodynamics,

see Thermodynamic energy equation
Flow

balanced, 60-68

baric, 67

cyclostrophic, 63—-65

geostrophic, 62

gradient, 65-68

inertial, 62—-63

time-averaged, 343-349
Flux

See also Eddy flux

Eliassen-Palm, 325-327

gradient theory, 124-125

Richardson number, 121-122
Forces

body, 5

centrifugal, 11-12

Coriolis, 14-19

deflecting, 17

gravitational, 7-8

gravity, 12-14

pressure gradient, 5—7

surface, 5

viscous, 8-10
Forecasting.

See Numerical modeling and prediction
Form drag, 350-351
Four-dimensional data assimilation, 479481
Four-dimensional variational

assimilation (4DVAR), 480
Fourier coefficients, 186
Fourier series, 185-186
Free atmosphere, 116
Frequency, intrinsic, 200
Friction, planetary boundary layer, 124
Friction velocity, 129
Frontogenesis, 269-278
Fronts, 140, 269-278

gust, 298, 302

Froude number, 287

G
Gas constant, 19
General circulation.
See Circulation, general
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Geopotential
constant, 12-14
height, 21
tendency equation, 157-159
Geostrophic approximation, 40
quasi, 146-155
Rossby number and, 41
Geostrophic balance, adjustment to, 208-213
Geostrophic flow, 62
Geostrophic momentum approximation, 276
Geostrophic motion, 62
Geostrophic streamfunction, 231
Geostrophic wind, 40, 148
Gradient flow, 65-68
Gradient wind approximation, 65-68
Gravitational constant, 7
Gravitational force, 7-8
Gravity, 12-14
Gravity waves
inertia, 206-208
internal, 196-208
modified by rotation, 204—-208
shallow water, 192—-195
topographic, 201-204
Grid point model, 470472
Group velocity, 186—188
Gust front, 298, 302

H

Hadley, George, 314
Hadley circulation (cell), 314-315, 321
Hadley regime, 355
Heat

latent, 288-289

specific, 49
Heating, condensation, 391-394
Hermite polynomial, 397
Horizontal momentum equation, 57-58, 147
Horizontal stretching deformation, 272
Hot towers, 372
Hurricanes, 304-309
Hydrodynamic instability, 229-230
Hydrostatic approximation, 41-42
Hydrostatic balance, 20
Hydrostatic equation, 20-21, 147
Hydrostatic equilibrium, 41
Hypsometric equation, 20
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1

Implicit time differencing, 458-459
Inertia circle, 63
Inertia gravity waves, 206-208
Inertial flow, 62-63
Inertial instability, 205
Inertial motion, 11
Inertial oscillation, 63
Initialization. See Data assimilation
Initial value approach, 229, 452
Instability
baroclinic, 144, 228-264, 279-283
barotropic, 229, 257
computational, 457
conditional, 292-294
conditional of the second kind (CISK),
307-309
hydrodynamic, 229-230
inertial, 205
symmetric, 229
Internal gravity waves, 196208
Intertropical convergence zone (ITCZ), 371-374
Intrinsic frequency, 200
Inversion, potential vorticity, 161-162
Isallobaric wind, 173
Isentropic coordinate system, 55
momentum equations and, 109
Isentropic vorticity, 110-111
Isobaric coordinate system, 23
scale analysis and, 147-151
vorticity and, 103
Isobaric coordinate system, basic equations
continuity equation, 58-59, 147
horizontal momentum equation, 57-58, 147
hydrostatic equation, 20-21, 147
thermodynamic energy equation, 59, 147

J
Jet stream, 142, 347-349

K

Kelvin’s circulation theorem, 88
Kelvin waves, 398400

vertically propagating, 431, 433-435
Kinematic method, 76-77
Kinematics of frontogenesis, 270-274
Kinematic viscosity coefficient, 10
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Kinetic energy, turbulent, 120-122
K theory, 125

L

Laboratory simulation of general circulation,
354-359
Lagrangian control volume, 28-29
continuity equation, 44-45
Lagrangian motion of air parcels, 413-414
Lamb waves, 451
La Nifia, 384
Lapse rate of temperature, 51
pseudoadiabatic, 291-292, 503
Law of gravitation, 7
Law of motion
first, 10-11
second, 5, 14, 31, 33-34
Laws of conservation.
See Conservation laws
Lax equivalence theorem, 460
Leapfrog differencing, 454-455
Lee side trough, 99
Lee wave, 285-286
Linear perturbation analysis, 232-238
Linearized equations, 190-191
Local derivative, 29-32
Logarithmic wind profile, 130
Log-pressure coordinates, 251-253, 316-317
Longitudinally dependent time-averaged flow,
343-349
Longitudinal waves, 189-192
Lorenz energy cycle, 337-343

Lorenz first-order quadratic difference equation,

482
Low-frequency variability, 313, 349-354

M

Marginal stability, 236

Mass, conservation of, 4246

Mean zonal wind, 316

Measurements, SI (Systeme International)
units of, 2-3

Mechanical energy, 49

Mechanical energy equation, 49

Meridional circulation

INDEX

Eulerian mean, 319-325
residual, 325
transformed Eulerian mean, 325-327
Mesopause, 407
Mesophere, 407
See also Middle atmosphere
Mesoscale circulation
convective storms, 298-304
cross-frontal circulation, 277-279
cumulus convection, 289-298
energy sources for, 269
fronts and frontogenesis, 269-278
hurricanes, 304-309
mountain waves, 284—289
symmetric baroclinic instability, 279-283
Metric terms, 16
Middle atmosphere
conventional Eulerian mean, 413414
defined, 407
layers of, 407
quasi-biennial oscillation, 435-439
structure and circulation of, 408-411
trace constituent transport, 440-445
transformed Eulerian mean, 415-419
vertically propagating planetary waves,
421-424
warmings, sudden, 424-429
waves in equatorial stratosphere, 429-435
zonal-mean circulation of, 411-421
zonal mean transport, 419421
Midlatitude B-plane approximation, 149
Mixed planetary boundary layer, 123-124
Mixing length hypothesis, 126-127
Mixing ratio, 501
Moist static energy, 291
Moisture variables, 501-503
Molecular diffusion, 9
Momentum equations
horizontal, 57-58
isentropic coordinates and, 109
numerical approximation of, 452-461
planetary boundary layer, 122—131
in rotating coordinates, 33-34
scale analysis of, 38—42
in spherical coordinates, 34-38
Monsoons, 313, 380-382
Montgomery streamfunction, 55
Motion
geostrophic, 62
inertial, 11
tropical, 387-391
vertical, 75-77
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Mountain lee waves, 196, 285-286 equatorial intraseasonal, 385-386
Mountain waves, 284-289 inertial, 63
quasi-biennial, 435439
southern, 383-385
N symmetric baroclinic, 506-507

) transverse, 189
National Center for Atmospheric Research

(NCAR), 365
Natural coordinate system, 60-61

vorticity and, 93-94 P
Neutral curve, 236 Parameterization, 393, 474
Neutral modes, growth and propagation of, Pendulum day, 63
260-264 Perturbation method
Neutral stability, 258 geostrophic balance, adjustment to, 208-213
Newton’s laws linear, 232-238
of gravitation, 7 purpose of, 182-183
of motion (first), 1011 waves, gravity, 196-208
of motion (second), 5, 14, 31, 33-34 waves, properties of, 183-188
Noise, filtering meteorological, 450452 waves, Rossby, 213-219
Nonacceleration theorem, 428 waves, types of, 188-195
Normal mode method, 229 Phase speed, 185
baroclinic instability, 230-242 Planetary boundary layer
Normal static stability anomaly, 156 atmospheric turbulence, 116-119
No-slip boundary condition, 115 defined, 115
Numerical dispersion, 461 depth of, 115-116
Numerical modeling and prediction Ekman layer, 127-129, 130-131
approximation of momentum equations, flux gradient theory, 124-125
452-461 friction, 124
barotropic vorticity equation in finite mixed, 123-124
difference, 450, 462-464 mixing length hypothesis, 126-127
barotropic vorticity equation in spherical momentum equations, 122-131
coordinates, 465466 pumping, 132-133
data assimilation, 475-481 secondary circulation and spin down, 131-136
filtering meteorological noise, 450452 surface layer, 129-130
historical background, 449-450 turbulent kinetic energy, 120-122
prediction systems, 481-485 Planetary vorticity, 92, 160
primitive equation models, 470474 Planetary wave number, 185
purpose of, 448 Planetary waves.
spectral method, 464—469 See Rossby waves
Numerical simulation of general circulation, Poisson’s equation, 50
360-366 Polar-frontal zone, 144
Potential energy
available, 245
o total, 243
Omega equation, 77, 140, 164-168 Potential temperature, 50-51, 440
two-level model, 239 equivalent, 290-291, 501-502
Omega-momentum flux, 335-336 Potential vorticity, 95-100
Orography, 140 baroclinic (Ertel), 108-111
Oscillations barotropic (Rossby), 107
angular momentum, 19 equation, 110

buoyancy, 52 Ertel’s, 96
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Potential vorticity (continued)

inversion, 161-162

quasi-geostrophic, 140, 159-161

as a tracer, 440-442

vertical coupling through, 162-164

zonal mean, 327-329
Prandtl, L., 126
Predictability, 481484
Predicting.

See Numerical modeling and prediction
Pressure, as a vertical coordinate, 21-23
Pressure gradient force, 5-7
Pressure tendency, surface, 77-79
Primitive equation models, 470-474
Pseudoadiabatic ascent, 290
Pseudoadiabatic lapse rate, 291-292, 503
Pseudo-potential vorticity.

See Quasi-geostrophic potential vorticity

Q

Quasi-biennial oscillation (QBO), 435-439

Quasi-geostrophic approximation, 146—155

Quasi-geostrophic potential vorticity equation,
140, 159-161

Quasi-geostrophic prediction, 155-163

Quasi-geostrophic vorticity equation, 151-155

Quasi-stationary circulation, 313

Q vector, 168-172, 238-241

R

Radius of curvature, 60, 62—63
Radius of deformation, 177, 211, 259
Rayleigh theorem, 253-257
Reference frames

geocentric, 10-11

inertial (absolute), 11

noninertial, 10-19
Relative vorticity, 91, 92, 160
Residual meridional circulation, 325
Retrograde motion, 153
Retrogression, 153
Reynolds averaging, 117-119
Rhomboidal truncation, 473
Richardson, L. F., 449, 470
Richardson number, flux, 121-122, 282
Right-moving storm, 302-304
Rossby, C. G., 107, 211
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Rossby adjustment problem, 211
Rossby critical velocity, 422
Rossby-gravity waves, 395-398
vertically propagating, 431-435
Rossby-Haurwitz waves, 467-468
Rossby number, 41
thermal, 357-358
Rossby potential vorticity equation, 107
Rossby radius of deformation, 177, 211, 259
Rossby regime, 355
Rossby waves, 213-214
barotropic, 215-217
equatorial, 395-398
linear, 421422
stationary, 343-346
topographic, 217-219
vertical propagation, 421-424
wavebreaking, 422-424
Rotating coordinates, momentum equation in,
33-34
Rotating system, total derivative of a vector in,
31-32
Rotation
circulation theorem, 86-91
in supercell thunderstorms, 299-302
vorticity, 91-111
Roughness length, 130

S

Saturation mixing ratio, 290
Sawyer-Eliassen equation, 277-278, 506
Scale analysis, 4
of continuity equation, 45-46
isobaric coordinates and, 147-151
of momentum equations, 38—42
of thermodynamic energy equation, 53-54
of tropical motion, 387-391
of vorticity equation, 103-106
Scorer parameter, 285
Sea breeze, 90-91
Sea surface temperature (SST), 349, 353-354,
371, 384-385
Secondary circulation, 131-136, 174-176
Semigeostrophic equations, 276
Semigeostrophic theory, 274-276
Semi-Lagrangian integration method, 459-460
Shallow water gravity waves, 192-195
Shear, vertical wind, 73
Shear vorticity, 94
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Shearing stress, 9
Sigma coordinates, 330, 331-333
SI (Systeme International) units of measurement,
2-3
Slantwise convection, 279
Solenoidal term
in circulation theorem, 88
in vorticity equation, 102
Solitary waves, 349
Sound waves, 189-192
Southern oscillation, 383385
Specific heat, 49
of water vapor, 501
Spectral method, 464—469
Spectral models, 472-474
Spectral transform method, 468—469
Spherical coordinates
barotropic equation in, 465466
momentum equation in, 34-38
Spherical harmonics, 466
Spin down, 133-136
Squall lines, 298
Stability
computational, 455-458
Eady problem, 257-260
marginal, 236
neutral, 258
Standard density, 42
Standard pressure, 42
Static atmosphere, structure of, 19-24
Static energy, 291
Statics, 19-22
Static stability, 51-53
equivalent, 392
Stationary waves, 343-346
Steering level, 238
Stokes’ theorem, vorticity and, 93
Storm tracks, 142, 347-349
Stratopause, 407
Stratosphere, 407
See also Middle atmosphere
Streamfunction, 108
geostrophic, 231
Streamlines, 68-70
Stretching deformation, 272
Stretching vorticity, 156, 160
Subcritical, 287
Sudden warming, 424-429
Supercell thunderstorms, 299-302
Superecritical, 287
Surface forces, 5
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Surface layer, 129-130

Surface pressure tendency, 77-79

Surf zone, 444-445

Symbols, list of, 493-497

Symmetric baroclinic instability, 279-283

Symmetric baroclinic oscillations, 506-507

Symmetric instability, 229

Synoptic-scale motion
baroclinic disturbance, model of, 174-176
baroclinic instability, normal mode, 230-242
baroclinic instability, continuous stratified

atmosphere and, 250-260
energetics of baroclinic waves, 242-250
extratropical circulation, 140-146
hydrodynamic instability, 229-230
neutral modes, growth and propagation of,
260-264

quasi-geostrophic approximation, 146—155
quasi-geostrophic prediction, 155-163
quasi-geostrophic vorticity equation, 151-155
vertical motion analysis, 164—174

T

Temperature
advection, 30, 158-159
equivalent potential, 290-291, 501-502
lapse rate of, 51
potential, 50-51. 440
pseudoadiabatic lapse rate, 291-292, 503
sea surface, 349, 353-354, 371
Thermal low, 380
Thermally direct cell, 321
Thermal Rossby number, 357-358
Thermals, 289
Thermal wind, 70-75, 357
Thermocline, 195
Thermodynamic energy equation, 46—49
in isobaric coordinate system, 59, 147
in log-pressure coordinates, 253
quasi-geostrophic, 150
scale analysis of, 53-54
Thermodynamics of a dry atmosphere, 49-54
adiabatic lapse rate, 51
potential temperature, 50-51
static stability, 51-53
Thunderstorms, 298-304
Tilting effect, 101, 300
Timescales, 442
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Topographic waves, 201-204
Rossby, 217-219
Total derivative, 29-32
Total potential energy, 242245
Tracers
chemical, 442-443
dynamical, 440442
long-lived, 442-442
Trajectories, 68—70
Transformed Eulerian mean (TEM), 325-327,
415-419
Transport process, in stratosphere, 443-445
Transverse oscillations, 189
Trapezoidal implicit scheme, 458-459
Triangular truncation, 473
Tropical circulation
African wave disturbances, 377-379
condensation heating, 391-394
El Nifio and southern oscillation, 383-385
equatorial intraseasonal oscillation, 385-386
equatorial wave disturbances, 374-377
equatorial wave theory, 394—-400
intertropical convergence zone, 371-374
monsoons, 313, 380-382
Walker circulation, 382-383
Tropical cyclones, 304-309
Tropical motion
scale analysis of, 387-391
steady forced equatorial, 400—403
Tropopause, 142
Troposphere, 140, 407
Truncation
error, 460-461
rhomboidal, 473
triangular, 473
Turbulence, atmospheric, 116119
Turbulent kinetic energy, 120-122
Two-layer model
energy equations for, 245-250
normal mode baroclinic instability, 230-242
Typhoons, 304-309

\%

Vacillation cycles, 356
Vapor pressure, 502
Vector analysis, 498-500
Vectors, singular, 484
Velocity

absolute, 33

INDEX

dispersion and group, 186—188
friction, 129
Rossby critical, 422
Vertical coordinates
generalized, 23-24
isentropic, 109-110
isobaric, 23
log-pressure, 252
sigma, 331-332
pressure as, 21-23
Vertical coupling through potential vorticity,
162-164
Vertical motion, 75-77
ageostrophic circulation, 172-174
baroclinic waves and, 238242
omega equation, 164—168
Q vector, 168-172
Vertically propagating waves, 421-424, 431-433
Viscosity, eddy, 125
Viscosity coefficient
dynamic, 8
kinematic, 10
Viscous force, 8—10
Von Karman’s constant, 130
Vorticity
See also under type of
absolute, 91, 92
barotropic fluids and, 106-108
curvature, 94
defined, 91
natural coordinates and, 93-94
planetary, 92, 160
potential, 95-100
relative, 91, 92, 160
shear, 94
stretching, 156, 160
Vorticity equation, 100
baroclinic (Ertel) potential, 108—111
barotropic, 108, 462-466
barotropic (Rossby) potential, 107
Cartesian coordinate form, 101-102
isentropic, 110-111
isobaric coordinates and, 103
motion equations in isentropic coordinates, 109
potential, 110
quasi-geostrophic, 151-155
quasi-geostrophic potential, 159-161
scale analysis of, 103—106
zonal mean potential, 327-329
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w

Walker, G. T., 382
Walker circulation, 382-383
Warm core systems, 305
Warming, sudden, 424-429
Wavebreaking, 422-424
Wave equation, 191
‘Wave number, 184
planetary, 185
zonal, 185
Waves
acoustic, 189-192
African wave disturbances, 377-379
baroclinic, 238-250
dispersive and group, 186188
equatorial Kelvin, 398-400
in equatorial stratosphere, 429-435

equatorial wave disturbances, 374-377

equatorial wave theory, 394-400
gravity, inertia, 206208

gravity, internal, 196-208
gravity, shallow water, 192-195
Kelvin, 398400, 431, 433-435
Lamb, 451

longitudinal, 189-192
mountain, 284-289

mountain lee, 196, 285-286
properties of, 183-188

Rossby, 213-219, 343-346, 421-424

Rossby-gravity waves, 395-398, 431-435

Rossby-Haurwitz waves, 467-468
solitary, 349

sound, 189-192

stationary, 343-346

topographic, 201-204

types of, 188—195
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Wave speed
internal gravity, 200
Rossby, 216
shallow water, 195
two-layer, 235
Weather Prediction by Numerical Process
(Richardson), 449
Wind
ageostrophic, 75
cyclostrophic, 63-65
geostrophic, 40, 148
gradient approximation, 65-68
irrotational, 389
isallobaric, 173
mean zonal, 316
nondivergent, 389
thermal, 70-75, 357
Wind-induced surface heat exchange (WISHE),
309
Wind profile, logarithmic, 130
Windstorms
downslope, 286-289
hurricanes, 304-309

VA

Zonal force, 415
Zonally averaged circulation, 316-329
Zonal mean angular momentum, 333-336
Zonal-mean circulation of middle atmosphere,
411-421
Zonal mean flow, 314
Zonal mean potential vorticity equation, 327-329
Zonal mean transport, 419-421
zonal wave number, 185
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